Chapter 1
Propositional Logic

Mathematical logic studies correct thinking, correct deductions of statements from other
statements. Let us make it more precise. A fundamental property of a statement is that it
may be true or false. Whether a statement is true or false is called its truth value. Logic is a
systematic study of how statements can be related in ways that capture their respective truth
values and how from statements (assumptions) correctly deduce other statements. Knowing
which deductions are ”logically” correct, we can determine the truth value not only by looking
at the words but by looking at the relationship to other statements.

We do not define what a statement is (we also did not define a set, a point etc.). For the
reader’s convenience, we only describe, in an intuitive way, what we mean by a statement:
By a statement we will understand something which is said about the world, and something
which has a truth value.

From elementary statements more complicated ones are built, and the truth value of these
statements is then determined by the basic ones. To form more complicated statements we
use the following logical connectives:

e it is not the case that; we denote it by —, and call it the negation;
and; we denote it by A, and call it the conjunction;
or; we denote it by V, and call it the disjunction;
if ...then; we denote it by =, and call it the implication;
if and only if; we denote it by <, and call it the equivalence.

1.1 Formal Syntax of Propositional Logic

1.1.1 Definition of a Formula. Given a non-empty set A of logical variables (we also
call them elementary statements, or propositional variables). A finite sequence of elements of
the set A, of logical connectives and parentheses is called a propositional formula (or shortly
a formula), if it is formed by the following rules:

1. Every logical variable (elementary statement) a € A is a propositional formula.

2. If «, 8 are propositional formulas, then so are (—a), (o A B), (aV B), (o = B), and
(a < B).

3. Only sequences that were formed by using finitely many applications of rules 1 and 2,
are propositional formulas.

The set of all propositional formulas, that were formed from the logical variables from the set
A is denoted by P(A). O

1.1.2 Remark and Notation. The connective — is called unary, since it forms a new
formula from one formula. The other connectives are called binary, since they need two
formulas to form a new one.
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2 [240911-1228)] Chapter 1. Propositional Logic

In what follows, we will always denote logical (propositional) variables by small letters:
eg. a, b, c, ..., x vy, 2 .... Propositional formulas will be denoted by small Greek letters:

e'g' a757’77"'7907 w""

1.1.3 Convention. We will use two rules about usage of parenthesis:

1. We omit the outward parenthesis. For example, we will write (o = 8) = [ instead of

((a=p8)=5).

2. We assume that the unary connective — “is stronger than” each of the binary ones.
Hence, if o and S are formulas then we write —a = § instead of (—a) = 38, ~a V 3
instead of (—a) V B, etc. After all, you know such situation in arithmetic. For example,
—2+ 3 is interpreted as (—2) + 3, and not as —(2 + 3).

1.1.4 Syntactic Tree of a Formula. A syntactic tree of a formula ¢ captures its
structure; it is a rooted tree where each vertex which is not a leave is labeled by a logical
connective and has either one son if the connective is -, or two sons if the connective is A,
V, =, or <. The leaves are labeled by logical variables.

A syntactic tree is also called derivation tree.

The depth of a formula is defined as the height of the syntactic tree of the formula.

1.1.5 Subformulas of a Given Formula. A subformula of a formula « is any substring
of a that is a formula itself. (]

We can also say that a subformula of « is any string which corresponds to a subtree of
the syntactic tree of a.

1.2 Semantics in Propositional Logic

Now we will be interested in the fact whether a correctly formed formula is either true or
false. For this we will use the notion of a truth valuation.

1.2.1 Truth Valuations of Formulas.

Definition. Given a nonempty set of logical variables A. A mapping u: P(A) — {0,1} is
called a truth valuation, if it satisfies the following rules

(1) u(—a) =1 if and only if u(a) = 0;

(2) u(aw A B) = 1 if and only if u(er) = u(B) = 1;
(3) u(aV B) =0 if and only if u(a) = u(B) = 0;

(4) u(a = B) = 0 if and only if u(e) = 1 and u(B) = 0;
(5) u(a < B) =1 if and only if u(a) = u(B).

O
Here u(a) = 1 means that the formula « is true; and u(a) = 0 means that the formula o
is false.

1.2.2 Truth Tables. The properties that any truth valuation must have, can also be
expressed in terms of the truth tables of the logical connectives. These are:

aH—'a a‘ﬂ“a/\ﬁ‘a\/ﬂ‘aéﬂ‘a@ﬂ
0 1 00 0 0 1 1
1o o1 o 1 1 0
110 0 1 0 0
111 1 1 1 1
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1.2.3 How Many Different Truth Valuation There Are? The answer depends on
the number of logical variables. We shall show that if A has n logical variables then there are
2™ distinct truth valuations. For this the following proposition is the key.

1.2.4 Proposition. Every mapping ug: A — {0,1} can be uniquely extended to a truth
valuation. It means that there is a unique truth valuation w:P(A) — {0,1} such that
up(a) = u(a) for all a € A.

Moreover, two truth valuations u,v:P(A) — {0,1} coincide if and only if u(x) = v(z) for
every logical variable z € A. O

Justification. Consider any formula a and its syntactic tree. Evaluate all logical variables
by their values in ug (i.e. x has the value u(z) = ug(x)). Each vertex in the syntactic tree
has the value given by the connective and the value/s of its son/s. Now, the value of the root
of the syntactic tree is the truth value of the whole formula.

Notice that the above justification may be turned to an exact proof if mathematical
induction is used on the depth of the formula .

1.2.5 Corollary. Let A contain n logical variables. Then there exist 2™ distinct truth
valuations. (]

Justification. The above proposition tells us that the number of distinct truth valuations
is the number of distinct mappings ug: A — {0,1}. And there are 2™ of them.

Remark. Similarly as we formed truth tables for logical connectives we can also form truth
tables for any formula. From the above corollary we know that such a truth table will have
2™ rows provided the formula has n logical variables.

1.2.6 A Tautology, a Contradiction, a Satisfiable Formula. Now we can divide
formulas into different groups according to their truth values in all valuations.

Definition.
1. A formula is called a tautology provided it is true for all truth valuations.
2. A formula is called a contradiction provided it is false for all truth valuations.

3. A formula is satisfiable provided there is at least one truth valuation for which the
formula is true.

O
Remark. It is evident that a negation of any tautology is a contradiction, and conversely, a
negation of a contradiction is always a tautology.

For instance, a V —a, a = a are tautologies, whereas a A —a is a contradiction. Every
tautology is a satisfiable formula, but there are satisfiable formulas that are not tautologies.
Indeed, a = —a is such an example.

1.2.7 Tautological Equivalence. Formulas of propositional logic are defined as strings
of symbols (see7 so two formulas are the same if and only if they are the same as strings.
Hence the equality of formulas is a very strict notion; indeed, formulas a A b and b A a are
different whereas everybody feels that meaning of the conjunction of two formulas does not
depend on their order. So we need a new notion for ”equality” of formulas; and the notion is
the tautological equivalence. There is the formal definition:

Definition. We say that formulas ¢ and v are tautologically equivalent (also semantically
equivalent), if they have the same value in every truth valuation, i.e. if u(y) = u(%)) for every
truth valuation w.

The fact that ¢ and v are tautologically equivalent is denoted by ¢ H . (I
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1.2.8 Examples. It is very easy to verify that the following tautological equivalences are
valid (indeed, it suffices to form corresponding truth tables):

l.anaHa, aVaH a

aANBHBANa, aVBHLBVa (commutativity of A and V);
aNBAY)H(@AB)Ay, aV(BV~y) H (aVp)Vy (associativity of A and V);
aN(BVa)Ha aV(BAa)H a (absorption of A and V);

—~-a H a (double negation);

~(anp) H (mav=p), =(aVp)H (maA=p) (de Morgan’s laws);

7. an(BVy) H (aAnB)V(aAy), aV(BAY) H (aVpB)A(aVy) (distributivity laws).

A

If moreover T is any tautology and F is any contradiction, then
8 ThaHa TVaHT, FAaHF, FVvaH q;
9. an-aHF, av-aHT.
O

You may notice that some of the above facts are analogous to the properties of the set
operations union, intersection, and complement. It is not surprising since these set operations
correspond to logical connectives disjunction, conjunction, and negation.

1.2.9 Properties of Tautological Equivalence. There are other properties that the
tautological equivalence has and that are useful if we are looking for a simple formula which
is tautologically equivalent to a given one. For this the following two propositions play a
crucial role.

Proposition. Tautological equivalence satisfies the following properties: For every formulas
«, B and 7y

1. aHa
2. if « H B then f H «;
3. ifaH fand B H v then a H 7.

(I
Theorem. Let «, 5, 7, and § be formulas satisfying « H 8 and v H §. Then
L —a H —f;
2. (any) H(BAG), (aVy) H(BVI), (a=7)H (B=19), (ae)H (B9
([

Justification of the above Proposition and Theorem is straightforward and is left as an
exercise.

1.2.10 Remark. A formula was defined, see [[.I.] as a correctly formed string of logical
variables, logical connectives (—, A, V, = and <), and paranthesis. We could started with
only four connectives; indeed, any formula of the form a < § can be rewritten using the
following tautological equivalence

asfH@=PAB=a)

and we get a tautologically equivalent formula that contains only =, V, A and =-.

Similarly, we can introduce F as a new symbol, representing a formula that is false in any
truth valuation, so it represents a contradiction. Hence, for example x = F is a well formed
formula, moreover x = F H —x.
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1.3. Semantical Consequence [240911-1228] 5

1.3 Semantical Consequence

Our main aim of this section is to give a more precise meaning to the concept of ”correct
reasoning”, i.e. how to correctly deduce statements/formulas from a given set of formu-
las/assumptions. What we mean by it: Given a set of assumptions, represented by a set of
formulas S, we will be looking for formulas that can be deduced from S.

Before doing this we specify what we mean by a set of formulas is true in a truth valuation.

1.3.1 Definition. Given a truth valuation u and a set of formulas S. We say that S is
true in u, (or that S is satisfied in w), if every formula from S is true in w. In other words,
u(p) =1 for all p € S.

A set of formulas is said to be satisfiable if it is true in at least one truth valuation.
Otherwise, it is called unsatisfiable. O

We will write «(S) = 1 whenever S is a set of formulas, u a truth valuation such that S
is true in u.

Example. For instance, the set {a = b, b} is true for u where u(a) = 0 = u(b), so it is
satisfiable. On the other hand, the set {a,a = b, —b} is unsatisfiable.

1.3.2 Semantical Consequence.

Definition. We say that a formula ¢ is a semantical consequence of a set of formulas S,
(or also that ¢ is an entailment of the set S, or that ¢ semantically follows from the set S),
provided ¢ is true for every truth valuation u for which the set S is true.

The fact that formula ¢ is a semantical consequence of the set S is denoted by S = ¢. O

Convention. If S is a one element set, e.g. S = {a}, and S | ¢, then we write a = ¢
instead of {a} [ ¢.

If S is the empty set 0, and S |= ¢, then we write |= ¢ instead of 0 = ¢.

Remarks. 1. It is easy to notice that S = ¢ if and only if for every valuation u it holds
that u(S) < u(ep).

2. Let us observe that one can verify semantical consequences using truth tables; indeed,
we first form truth tables for all formulas in S and for the formula . Then we look at all the
rows where all formulas from S have 1. In all these rows the formula ¢ must have 1 as well.

1.3.3 Examples. Let us give couple of examples; they are entailments that are commonly
used in many ”real life deductions”.

For all formulas a, 8 we have
L {a,a = B} | B;

2. {a = B,78} F ~o;

3. {a,—a} = 8.

The justification of the above examples is straightforward.

1.3.4 Properties of Semantical Consequence. Let us state several properties that
semantical consequences have.

Proposition. For every two formulas ¢, ¥ we have

e v H 1 if and only if ¢ =4 and ¥ = .

e We have ¢ = ¢ if and only if the formula ¢ = 1 is a tautology.
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(|
Justification. 1. ¢ H 1 means that u(yp) = u(¢y) for every truth valuation u. So if u(¢) =1
then u(¢) = 1, and if (1)) = 1 then u(p) = 1, which proves the first part of the proposition.

2. Assume that ¢ | ¢ and take arbitrary truth valuation u. Then either u(p) = 1, or
u(p) = 0. In the first case, u(¢) = 1 since ¢ |= 1, and hence u(p = 1) = 1. In the latter
case, i.e. if u(¢) = 0, then from the properties of implication u(p = 1) = 1 as well. Hence
© = 1 is a tautology.

Assume that ¢ = 1) is a tautology. Then it cannot happen that u(¢) = 1 and u(¢)) =0
for any truth valuation u. Hence ¢ = 1.

1.3.5 More Advanced Properties. We state two further properties that are true for
semantical consequence. The first one is a base for so called resolution method. The second
one is the Deduction Theorem for propositional logic. We will not prove them, the proofs are
not difficult and are left to the readers.

Theorem. Let S be a set of formulas and ¢ a formula. Then

SE ¢ ifand only if SU{-y} is unsatisfiable.

Deduction Theorem. Let S be a set of formulas, o and § two formulas. Then

SE(a=p) ifand onlyif SuU{a} [ 8.

1.4 Boolean Calculus

Propositional logic has lot of applications, for example in the theory of logical circuits. In
many applications it is useful to form new ”operations” capturing the behavior of logical
connectives conjunction, disjunction, and negation.

1.4.1 Logical Operations. Given a truth valuation u and two logical variables a and b.
Denote = u(a) and y = u(b). Then the following holds:

u(aVb) = max{u(a),u(b)} = max{z,y},
u(a Ab) = min{u(a),u(d)} = min{x,y},
u(-a) = l—-ufa)=1-=z.

It motivates the following definition of boolean operations for x,y € {0,1}:

x-y = min{z,y} (product),
r+y = max{z,y} (logical sum),
T = 11—z (complement).

1.4.2 Properties of Logical Operations. Let us reformulate the properties of logical
connectives of =, V and A given in [I.2.8| to the properties of boolean operations.

Proposition. For all z,y,z € {0,1} we have:
l.z-z=z, z+2x=uz,
2.x-y=y-z, r+y=9y+uz;
Box-(y-2)=@yza+ytz)=@+y +z
4 z-(y+a)=z, 2+ (y-x) =u;

Sox-(yt2)=(z-y+(x-2), v+ (y-2)=(r+y) (¢+2);
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6. T =

7. TFy=T-5, T G=T+7;
. z+x=1,2-T=0;

9. 2:0=0,z-1=ux;

10. z4+1=1, 2+ 0==x.

1.4.3 Boolean Functions. To every formula ¢ with n logical variables a1, ..., a, one can
assign a function f:{0,1}" — {0,1} of n variables z1,...,x, defined

flxy,...,zn) =u(p) for wu(a;) =z,i=1,...,n.
If two formulas o and 3 are tautologically equivalent, then their corresponding functions are
the same.

Definition. A function f:{0,1}"™ — {0,1} is called a boolean function of n variables, where
n is a natural number. (]

Proposition. To every boolean function f:{0,1}" — {0,1} there is a formula « which
corresponds to f. O

Notice that the above proposition means that any boolean function can be written as an
expression of boolean operations. For example, the boolean function f corresponding to the
formula @ = b can be written as f(z,y) =T + y since a = b H —a V b.
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Chapter 2

Predicate Logic

Propositional logic is not able to describe all entailments which we consider to be ”logically
correct”. This is because logical variables are the simplest formulas in propositional logic and
they do not have any inner structure. And the simplest formulas do need inner structure in
some entailments. Let us give an example of such deduction.

Consider the following inference:
Peter can play violin.
Everybody who can play violin has a musical ear.
Peter has a musical ear.
If we try to describe the above sentences as logical variables, then the first sentence would
be one logical variable, say a. The second sentence resembles an implication of two formulas,
say b = c. The third sentence is again a logical variable, say d. But {a,b = ¢} }~ d.

We will see that the above inference is correct in predicate logic. Let us start with an
informal description of formulas in predicate logic.

2.1 Syntactics of Predicate Logic

2.1.1 An Informal Description of Predicate Logic. For this purpose we will use
predicates — properties, and quantifiers.

What do we intuitively need for a description of the sentence “Peter can play violin.”?
The statement speaks about “Peter” as an object and a property which Peter has, i.e. the
property ”to be able to play violin”. Also the third sentence “Peter has a musical ear.” has a
similar structure. The property here is “to have a musical ear”. The middle sentence speaks
about “everybody”, where by “everybody” we mean “every object” (every human being). In
fact, it has a form of an implication: Every object that has the property “to be able to play
violin”, also has the property of “having a musical ear”.

Let us denote by V the property “to be able to play violin” and by E the property “to
have a musical ear”. Now, we can write the above inference as:

Peter has V.
Everybody who has V', has F.
Peter has F.

Even this is a rather long description. We will write V(p) instead of “Peter can V.”,
where p denotes Peter. Similarly, we shorten the description of the third sentence, to E(p).
To shorten also the second sentence, we introduce an abbreviation for “everybody”, in other
words, “for all objects”. We will denote it by V and call it the universal quantifier. Any
quantifier must be followed by a variable. The expression Vz is read as “for every z”. Of
course, we do not say only “for every” we must say “for every object” (and explain where are
the objects from). Variables will be denoted by x,y,..., and they represent objects. Now
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the second sentence has the following form: Vz (V(z) = E(z)). Hence the whole entailment
is written as follows:

Vi(p)
Vo (V(z) = E(z))
E(p)

2.1.2 Example. We give another inference which is typical for predicate logic.

If a natural number is even, then its successor is odd.
The number 2 is even.
The successor of the number 2 is odd.

Properties (predicate symbols) contained in the inference are: “to be an even number”, we
will denote it by F, and “to be an odd number”, which will be denoted by O. Furthermore,
we have one object (a constant symbol) which is the number 2. Finally, we need to describe
“a successor of a natural number”. Here, by a successor we do not understand the property
“to be a successor”, we do not ask whether a number is the successor of another one or not.
Here we want to work with the successor of a natural number as with a natural number, i.e.
with an object. Of course, this object is indirectly described — by means of a number which
precedes it. Therefore, we will look at “a successor” as a function. We denote it by f, and
it assigns to every natural number its successor, i.e. f:n +— n + 1. The symbol f will be
referred as a functional symbol.

Now, we are able to formalize the second and the third sentences: E(2) and O(f(2)). The
first sentence contains a quantifier. It is not completely clear from the English formulation
which quantifier it should be. This ambiguity of the formulation, i.e. whether our statement
should refer to “all” objects or only to “some” object, is common for nearly all natural
languages. Hence we recommend to the reader to try to reformulate the sentence under
consideration so that the quantification will be clearer. In our case, the first sentence has the
same meaning as the statement “Whenever a natural number is even, its successor is an odd
number.”. Therefore we get: Vo (E(z) = O(f(x))). The whole inference is:

vz (E(r) = O(f(x)))
E(2)
0(f(2))

2.2 Formal Description of Formulas in Predicate Logic.

Let us now give a formal definition of formulas of predicate logic. For this we need first
to define a language of predicate logic which will capture ”objects”, ”properties”, ”special

BTN

objects”, "mappings”, and ”quantifiers”.

2.2.1 The Language of Predicate Logic.

Definition. A language of predicate logic consists of
1. logical symbols, i.e.:

a) infinite countable set Var of individual variables
b) propositional logical connectives: =, A,V, =, <
¢) universal quantifier V and existential quantifier 3

2. special symbols, i.e.:

a) a set Pred of predicate symbols (it cannot be empty)
b) a set Cons of constant symbols (it may be empty)
¢) a set Func of functional symbols (it may be empty)

“wn

3. auxiliary symbols, such as brackets “[, |”, parentheses “(, )”, and commas ¢,
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O

For every predicate or functional symbol a natural number is given n, for a predicate

symbol n > 0, for a functional symbol n > 1. This number indicates how many objects the

predicate symbol concerns, or how many variables the functional symbol has. We call the
number the arity of a predicate or functional symbol.

Remark. The fact that a predicate symbol P has arity 0 means that ”it does not concern
any individual variable”, so it is non structured and it can be considered as a logical variable.
In such a way, propositional logic is contained in predicate logic.

2.2.2 Terms. First, we introduce a notion of a term: Roughly speaking, a term is an
object which can be described using variables, constants and functional symbols also in a
more complicated way. In the above examples the terms were for instance “Peter”, “Peter’s
father”, “a successor of the number 2”. In the language of predicate logic, terms play the role
of “substantives”.

Definition. The set of terms is defined by the following rules:

1. Every variable and every constant symbol is a term.

2. If f is a functional symbol of arity n and t1,ts,...,t, are terms, then f(t1,t2,...,t,)
is also a term.

3. Anything that was not created by a finite use of the above rules 1 and 2 is not a term.
O

2.2.3 Atomic formulas. If we know what are terms (i.e. objects with which our state-
ments deal), we can start to form atomic formulas of predicate logic:

Definition. An atomic formula is a predicate symbol P applied to as many terms as its arity
is. In other words, if the arity of a predicate symbol P is n and tq,to,...,t, is an n-tuple of
terms, then P(t1,to,...,1,) is an atomic formula. O

2.2.4 Formulas of Predicate logic. Analogously as in propositional logic we form also
more complicated formulas than atomic ones.

Definition. The set of formulas is defined by the following rules:
Every atomic formula is a formula.
If ¢ and 4 are formulas, then —¢, (@ AY), (pV ), (¢ = ¥), (p & ) are also formulas.

If ¢ is a formula and x a variable, then (Vz ¢) and (Jx ¢) are also formulas.

= W =

Anything that was not created by a finite use of the above rules 1, 2 and 3 is not a
formula.

O

We will use similar convention as in propositional logic and we will not write the outward

parenthesis. Also note that again the negation “is stronger than other connectives”, so we
-« and not (—a).

2.2.5 Syntactic Tree of a Formula. We form the syntactic tree for every formula of
predicate logic similarly as we did for formulas of propositional logic. The only differences
are:

e Inner vertex can be labeled by one of the two quantifiers (V and 3) followed by a variable.
Such vertex has one son (i.e. a quantifier is considered as "unary”).

e We form also a syntactic tree of any atomic formula: The root of this subtree is labeled
by the corresponding predicate symbol and it has as many sons as is its arity. The
subtrees of the sons correspond to the syntactic trees of the terms written from the left
to the right.
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2.2.6 Subformulas A subformula of a formula ¢ is any substring of ¢ which is itself a
correctly formed formula. O

Given a formula 8 = (Vo (P(z) V Q(z,y))) = R(a,z). Then § has subformulas P(z),
Q(z,y), R(a,z), P(x)VQ(z,y), Vz (P(z)VQ(x,y)), and finally itself (Vz (P(x)V Q(z,y))) =
R(a, z).

In other words: A subformula of a formula ¢ is any string that corresponds to a subtree of
the syntactic tree of the formula ¢, determined by some vertex labeled by a predicate symbol,
by a logical connective, or by a quantifier.

2.2.7 Bound and Free Variables. According to the definition of a formula in [2.2:4] the
following string (Vo P(z)) = (Jy R(z,y)) is a correctly formed formula of predicate logic.
This formula was constructed using = from two formulas, Vz P(z) and Jy R(z,y). One can
see that the variable = in Vo P(z) has nothing in common with the variable z in Jy R(z,y).
To understand better the difference between two different occurrences of x as in the above
example we introduce:

Definition. We say that an occurrence of a variable x is bounded in a formula ¢, provided
there is a vertex labeled by a quantifier with this variable x on the path from the leaf labeled
by this x to the root (backwards) in the syntactic tree. Otherwise we speak of a free occurrence
of the variable x. (]

2.2.8 Sentence. A formula that does not have free variables is called a closed formula or
a sentence. A formula that does not have bounded variables is called an open formula.

Note that there are formulas that are both closed and open; indeed, any formula that does
not have variables (only constant symbols) is at the same time closed and open. Obviously,
the formula above contains a variable, x, which has both free and bounded occurrence.

2.3 Semantics of Predicate Logic

Similarly as in propositional logic we need to study what does it mean that a predicate
logic formula is true or false. In propositional logic it suffices to declare which of the logical
variables are true (and which are false) and we easily get the truth value of the whole formula.
The truthfulness was then established by a truth valuation, i.e. a mapping from the set of
all logical variables into {0, 1}. In predicate logic the situation is considerably more difficult;
the crucial notion will be an interpretation which will help us to find out which sentence (a
closed formula) is true and which is false in the given interpretation.

This section follows the structure of corresponding section about propositional logic.

2.3.1 Informal Description of an Interpretation Let us start with an example. Given
a formula

Vo (S(x) = S(f(f(2))))

where S is a unary predicate symbol and f is a unary functional symbol (obviously, z is a
variable).

The above formula can have several meanings. We state two of them.

1. Objects are people. S represents the property “to be alive”. The function f assigns
to every person his/her father. The formula corresponds to the sentence: “Everybody
who is alive has a grandfather from the father side who is also alive.”. And, of course,
this is a false statement.

2. Objects are natural numbers. S represents the property “to be an even number”, f
assigns to every natural number its successor. The formula corresponds to the sentence:
“For every even natural number the successor of its successor is also an even number.”
And, of course, it is a true statement.
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It is evident from the example above that in order to decide whether a given formula is
true or false we need to know the “meaning” of all special symbols. That is the meaning of
all predicate symbols, constant symbols, and functional symbols, and what our ”"word” is, i.e.
from what set our objects will be taken. Moreover, we must have only a sentence (e.g. for
the following formula z > 5 we cannot decide whether it is true or false unless x is bounded
by one of the quantifiers).

2.3.2 Formal Definition of an Interpretation. An interpretation of predicate logic
with the set of predicate symbols Pred, the set of constant symbols Cons, and the set of
functional symbols Func is a pair (U, [—]), where

e U is a non-empty set called universe of domain;
e [—] is an assignment which

1. to every predicate symbol P € Pred of arity n it assigns a subset [P] of U™, ( we
will see later that it is in fact an n-ary relation on the set U),

2. to every constant symbol a € Cons it assigns an element of U; we denote it by [a],

3. to every functional symbol f € Func of arity n it assigns a mapping from the set
U™ into U; we denote it by [f].

2.3.3 Informal Definition of Truth Value of a Sentence in an Interpretation.
First, we have to interpret a term in a given interpretation. If we know what should be
substituted for a variable, we can then find the value of the term similarly as evaluation
of algebraic expressions (values of constants are given by the interpretation as well as the
meaning of the functional symbols).

An atomic formula P(ty,...,t,) is true if the n-touple (o1, ..., 0,) has the property [P],
where 0;, 1 = 1,...,n are values of terms t1,...,%,.

If we know the truth value of formulas a and 3, then the truth value of -, a A B, aV 3,
a = [ and a < [ are defined as in the propositional logic.

If x is a variable and « is a formula with free variable z, then
e Vz « is true if and only if for every d € U substituting d for z yields a true formula.

e dr o is true if and only if there exists at least one d € U such that if we substitute d for
x we get a true formula.

2.3.4 A Model of a Sentence Given a sentence . Any interpretation in which ¢ is true
is called a model of . O

So, the second interpretations from is a model of the sentence o = Vz (S(z) =
S(n(n(x))), whereas the first one is a model of —a.

2.3.5 A Tautology, a Contradiction, a Satisfiable Sentence. Similarly as in propo-
sitional logic we can define:

Definition. A sentence is called a tautology provided it is true in every interpretation; it
is called a contradiction provided it is false in every interpretation. A sentence is satisfiable
provided there is at least one interpretation in which the formula is true. (Il
We can reformulate the above definition as follows: A satisfiable sentence is a sentence that
has a model; a contradiction is a sentence that does not have a model; and a tautology is a
sentence for which every interpretation is a model.

Note that there is infinitely many different interpretations of an even simple sentence as
Vo P(x). Indeed, on any set we can define a subset corresponding to P. Hence, in predicate
logic there is nothing like “truth table” for a sentence.

Examples. Given a unary predicate P and a constant a. Then
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1. o = (VzP(z)) V -(VxP(x)), B = (VzP(z)) = (FxPx)), v = ~(VzP(z)) &

o )
(3z=P(x)), and 6 = =(Fz P(z)) & (Vz~P(z)) are tautologies.

2. p= (Fx P(x) A (Vz—P(x)) is a contradiction. Also the negation of any tautology is a
contradiction.

3. a= Pla), B = 3z P(x)) = P(a) are satisfiable sentences which are not tautologies.
Note that x is a variable, otherwise the above examples were not syntactically correct formulas.

2.3.6 Tautological Equivalence.

Definition. We say that two sentences ¢ and 1 are tautologically equivalent (also semantically
equivalent), if they are either both true or both false in every interpretation. ([l

2.3.7 Examples. Let us give a couple of examples of tautologically equivalent sentences
that are typical for predicate logic.

L Vz vy Q(z,y) H VyVz Q(z,y),
2. 323y Q(z,y) H Iy Iz Q(z, y).
~(Ya P(x)) H (Jz~P(x));
=3z P(x)) H (Vo ~P(x));
(Va P(z)) vV (Yy Q(y)) H Vo Vy (P(z) v Q(y));

Bz P(z)) A (Fy Q(y)) H Fx 3y (P(2) A Q(Yy)).

AR S

2.3.8 Semantical consequence. Similarly as in the propositional logic we will introduce
the notion of semantical consequence to capture correct entailments in predicate logic.

First let us say that a set of sentences S is true in an interpretation (U, [—]), if every
sentence from S is true in (U, [-]).

Definition. We say that a sentence ¢ is a semantical consequence of a set of sentences S,
(or also an entailment of the set S, or that ¢ semantically follows from the set S), provided
© is true in every interpretation (U, [—]) in which the set S is true. We denote this fact by

S E .
O

In other words, a sentence ¢ is not a semantical consequence of a set of sentences S,
provided that there is a model of the set S which is not a model of ¢. That is, there exists
an interpretation (U, [—]), in which every sentence of S is true and the sentence ¢ is false.
Hence, the notion is similar to the semantical consequence in propositional logic, the only
difference is that in propositional logic we deal with truth valuations, and in predicate logic
we have interpretations.

2.3.9 Example. Let us decide whether N = ¢ holds, where N = {Vz(P(z) =
Q(z)), P(a)} and ¢ = Jx Q(x).

Solution. Take any interpretation (U, [—]), in which both the sentences Yz (P(x) = Q(z))
and P(a) are true. Since the formula P(a) is true, the element ¢ = [a] has the property
[P]. It means that ¢ € [P]. Since also the formula Vz (P(z) = Q(z)) is true in (U, [-]) and
the element ¢ has the property [P], the element ¢ has also the property [Q]. It means that
¢ € [Q]. Therefore [Q] # @, thus the formula 3z Q(x) is true in (U, [-]).

We have shown that ¢ is a semantical consequence of the set N.
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Chapter 3

Sets and Relations

3.1 Sets

In this section we first recall some well known facts about sets and operations with them. You
probably know them already. The main focus will be on the notion of cardinality of a set,
which for finite sets coincide with the number of elements. The cardinality will be defined in
such a way that it can be used also for infinite sets, and we show that there are infinite sets
with “smaller” number of elements, i.e. a smaller cardinality than other infinite sets.

Let us start with the notion of a set. A set is what mathematicians call a collection of
objects that can be distinguished from each other and these objects we call elements. For a
well known sets we use common notation — N for the set of all natural numbers, Z for the
set of all integers, Q for the set of all rational numbers, and R for the set of all real numbers.

3.1.1 Principle of Extensionality. Two sets S and T are equal (we write S = T') if and
only if every element of the set S is an element of the set T and conversely, every element of
T is an element of S.

3.1.2 A set can be given by listing its elements, or by a property that characterizes its
elements. If p(z) is a property which an element has or does not have then the set C' consisting
of all elements having the property p(z) (and no others) is denoted by

C=A{z] p(z)}.
For example, the set of all squares of numbers 1, ..., 4 is either S = {1,4,9,16}, or as

S={z|x=9y*yeN0<y<5}

The set of all even natural numbers is {m | m = 2k, k € N}. The set of all odd numbers
is {m|m=2k+ 1,k e N}.

3.1.3 Subsets.

Definition. Given two sets S and T. If every element of the set .S is also an element of T,
we say that S is a subset of T', and we write S C T.

If SCT and S and T are different sets, we also say that S is a proper subset of T (I

Note that equivalently we have: T is not a subset of S if and only if there is an element
x for whichz € T and z & S.

3.1.4 Proposition. For all sets S, T'we have S=T ifandonly if SCT and T C S. O

Justification. S C T and T C S mean precisely that S and T have the same elements, so
they are equal.
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3.1.5 Empty Set. A very important role among sets is played by so called empty set.
Definition. The empty set is a set that contains no element; we denote it (. ([
Fact. We have () C A for every set A.

Justification. It cannot happen that () is not a subset of a set A. Indeed, ) € A means that
there is x € ) and ¢ A. But there is no 2 € (). So, ) € A cannot be true.

3.1.6 Set Operations. We recall the well known set operations.

Given two sets A and B. Their union is the set
AUuB={z |z € A orzx € B}
their intersection is the set

ANB={z|z € A and z € B}.

The difference of two sets A and B (in this order) is the set
A\ B ={z |z € Aand z &€ B}.

If there is a fixed “universal” set U and A C U then by the complement of the set A in U we
mean the set U \ A. If the universe U is generally understood, then we write only A for the
complement of A in U.

The Cartesian product of A and B (we denote it by A x B) is
Ax B={(a,b)|a€ Abe B}

If A = B we speak about a Cartesian power of the set A and write A2 instead of A x A, A3
is the set of all triples of elements of A, More precisely,

A% ={(a,b,¢)|a,b,cc A}.
Similarly, for natural number n > 2 we have
A" ={(a1,a2,...,a,)|a; € A}.

Examples. We have {1,2,4} U {1,4,5,6} = {1,2,4,5,6} and {1,2,4} N {1,4,5,6} = {1,4}.
{1,2,4}\ {1,4,5,6} = {2}. {1,4,5,6} \ {1,2,4} = {5,6}.

For example, {1,4} x{1,2,6} = {(1,1),(1,2),(1,6),(4,1),(4,2), (4,6)}; the second Carte-
sian power of A = {1,4} is A% = {(1,1),(1,4), (4,1), (4,4)}.

3.1.7 Disjoint Sets.

Definition. If AN B = (), we say that the sets A and B are disjoint. Evidently, the set of
even natural numbers is disjoint with the set of odd natural numbers, and their union is the
whole set N of all natural numbers. ([

3.1.8 Power Sets.

Definition. Let A be a set. The power set P(A) of the set A is the set of all subsets of the
set A; or more formally,
P(A)={B|BC A}

U
For example, P(0) = {0} and P({1,2,3}) = {0, {1}, {2}, {3}, {1, 2}, {1, 3}, {2.3},{1,2,3}}.

Let us point out that a power set is always non-empty, since it contains the empty set (.
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3.1.9 Characteristic Function of a Subset. We introduce a new notion — so called a
characteristic function of a given subset. You may come across it when representing a set in
computer programs. The notion can also be used for counting the number of subsets of a
given set (as we see later).

Definition. A characteristic function x 4 of a subset A C U is the mapping x4:U — {0,1}
defined by

1 forxz € A;
XA(x):{ 0 forxeU\A.

Note that ya(z) can be viewed as the answer to the question: Does x belong to A? Here
Xa(z) = 1 means yes, and x4(z) = 0 means no.

Let A and B be two different subsets of the set U. Then their characteristic functions are
different. Indeed, if A £ B then there is an element z which is in one of the sets and does
not belong to the other set. For the sake of simplicity, let us assume that z € A and = ¢ B.
Then ya(z) =1+# 0 = xp(z) and therefore x4 # x5.

Every mapping x: U — {0, 1} is a characteristic function of a suitable subset of U. Indeed,
define a subset C' of U by C = {z | x(z) = 1}. Then x = x¢-.

Thus subsets of a given set U and characteristic functions from U into {0,1} are only
two equivalent descriptions of the same ideal reality. A simple consequence of this fact is the
following fact: Let U be any finite set with n elements. Then there are exactly 2" subsets of
U. (In other words, for a finite set U with n elements the power set P(U) has 2™ elements.)

3.2 Cardinality of Sets

In this section we present a formal approach to the intuitive notion of the size of a set, and
when two sets have the same size. The reader is familiar with finite sets. A set is infinite if
it is not a finite one. We will show that among infinite sets we can speak of sets with “the
same size” and that there are infinite sets of “different sizes”. At first we must recall what a
bijection, i.e. a bijective mapping means.

3.2.1 Bijections. Let us recall that a mapping f from a set A into a set B is bijective if
is injective and surjective. A mapping f is injective (or one-to-one) provided for every two
different elements z,y € A their images f(z), f(y) are also different. A mapping is surjective
(or onto) provided for every element y € B there exists an element = € A such that y = f(z).

3.2.2 Sets with Same Cardinality.

Definition. Two sets A and B are said to have the same cardinality if there exists a bijective
mapping from A onto B. This fact is denoted by |A| = |B|. O

Example. The set S of all even natural numbers has the same cardinality as the set T of all
odd natural numbers. Indeed, the mapping

f: S — T defined by 2n +— 2n + 1

is a bijective mapping from S onto T'.

3.2.3 Countable Sets. The “smallest” cardinality of an infinite set is the cardinality of
the set of all natural numbers N. Countable sets are in fact sets that have the same cardinality
as N.

Definition. We say that a set A is countable provided it has the same cardinality as the
set of all natural numbers N. If a set A is infinite and not countable then we say that it is
uncountable. O

The following proposition helps us to easily decide whether an infinite set is countable or
not.
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3.2.4 Proposition. A set A is countable if and only if it can be arranged in an injective
infinite sequence, (i.e. a sequence which is infinite and where no two elements are equal). O

Justification. Assume that we are able to arrange the set A in an injective infinite sequence,
say
A ={ag,a1,...,0n,...}.

Define a mapping f:N — A by f(i) = a; for every ¢ € N. Then f is a desired injective
mapping from the set N onto the set A.

Assume we have a bijective mapping f from N onto A. Then the set A can be written as
follows: A = {f(0), f(1),..., f(n),...}. In other words we have arranged the set A into an
injective infinite sequence.

3.2.5 Example of a Countable Set. The set of all integers Z is countable.

Indeed, Z can be arranged into an injective infinite sequence. We do it as follows
0,1,-1,2,-2,3,-3,4,—4,...,n,—n,....

More precisely, the number 0 will be in the 0-th place (i.e. 0 is the element ag), the number
1 in the first place (the element aq), the number —1 in the second place (the element as), the
number 2 in the place 2 -2 — 1 = 3 (the element a3), the number —2 in the place 2 -2 =4
(the element ay4), etc. Generally, a positive integer n will be in the place 2n — 1 (the element
a2n—1) and the number —n in the place 2n (the element agy,).

Further, we give three propositions about countable sets. The first one in fact shows
that a subset of countable set cannot be uncountable; the next two show set operations that
maintain countability.

3.2.6 Proposition. Any infinite subset of a countable set is again countable. O

Justification. If we can arrange the set A into an injective infinite sequence {ag,as,...}
then each of its infinite subsets B C A can be obtained as a subsequence of the sequence
{ap,a1,...} which is again injective and infinite.

3.2.7 Proposition. If two sets are countable so is their union. (I

Justification. Let A = {ag, a1, as,...} and B = {bg, b1, ba, ...} be two countable sets. Their
union C' = A U B may be written as follows

AU B = {ag,bo,a1,br,az,bs,...}.

More formally, AU B = {co, ¢1, ...}, where ca,, = a,, and c2,,+1 = b,. This sequence does not
need to be injective. Indeed, the elements that are in A and simultaneously in B are in the
above sequence twice. But by omitting the second appearance of them we get an injective
sequence. Therefore the set A U B is countable.

3.2.8 Proposition. The Cartesian product of two countable sets is a countable set.  [J

Justification. We will show that the set C = A x B, for A and B countable sets, can be
arranged into an injective infinite sequence. Let A = {ag, a1, az,...} and B = {by, b1,b2,...}
be injective sequences. We will make use of the following scheme.

(ao, bo) (ao,b1) (ag, ba)
(alabo) (alabl) (a17b2)
v /

(a2, bo) (az,b1) (az,b2)

Ve v
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The arrangement of C' is seen from the scheme. Indeed,

C = {(ao, bo), (ao, b1), (al,bo), (ao, b2), (al, bl), (ag, bo), (ao, bg), .. }

Here is the precise description of the sequence: The pair (a;,b;) will be in the place
k =1+ W of the sequence. Notice that in this case the constructed sequence is

injective.

3.2.9 We will use the above proposition to show that well known sets are countable.
Example. The set Q of all rational numbers is countable.

Justification. Indeed, every rational number can be represented as a fraction 2 where ¢ is a
non-zero natural number and p is an integer. Fractions can be viewed as ordered pairs (p, q)
where p is the numerator and ¢ the denominator of the fraction 2. Since the set of all integers
is countable as well as the set of all non-zero natural numbers, according to[3.2.8| we get that
the set M of all ordered pairs (p,q) is countable. The set Q is now the subset of the set M
which contains only those pair (p,q) for which p and ¢ are relatively prime. Since the set Q
is infinite, it is countable by the proposition [3.2.6]

3.2.10 Proposition. The union of a countable system of finite disjoint sets is again
countable.

In other words, if Ay, A1,...A,,... are finite disjoint sets then their union AgU A U... =
Uien Ai is countable as well. O

Remark. The above proposition can be generalized to countable union of countable sets,
but the proof needs axiom of choice. This is beyond the scope of our course.

3.2.11 TUncountable Sets. Recall that an infinite set is said to be uncountable if it is not
countable.

In the next paragraph we will show that the set of all subsets of natural number is
uncountable. To prove this we will prove the following:

3.2.12 Cantor Diagonal Method. The set of all infinite sequences of 0’s and 1’s is
uncountable. 0O

Justification. By contradiction. Assume that the set of all infinite sequences of zeros and
ones is countable. It means that we are able to arrange it into an infinite sequence. We list
all the sequences in the following scheme — in the first row we have the sequence sg, in the
second row the sequence si, in the third one so, etc.

So = 50(0), 80(1), 80(2), 80(3)7 80(4), 80(5),
s1 = s1(0), ’ s1(1), ‘ 51(2), 51(3), s1(4), s1(5),
sa = s2(0), s2(1), ] $2(2), \ $2(3), s2(4), s2(5),
s3 = s3(0), s3(1), s3(2), ’ 53(3), ‘ s3(4), s3(5),
ss = 84(0), s4(1), 54(2), $4(3), ’ s4(4), ‘ $4(5),
S5 = 55(())7 55(1)5 55(2)7 55(3)7 55(4)5 55(5)7

We will construct a new sequence of zeros and ones and we will show that this new sequence
is not included into the list above. It is the sequence 5 defined as follows: The sequence s
begins with 0 if in the first frame above there is 1, and begins with 1 if in the first frame
there is 0. In other words, $(0) = 1 provided so(0) = 0 and 5(0) = 0 provided so(0) = 1.
Further we proceed analogously. If s1(1) = 0, then 5(1) = 1, and if s1(1) = 1, then 5(1) =0
(notice that in the above scheme the value s1(1) is put into a frame). The value of 5(2) is the
number 1 — s9(2), etc.
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More formally: 5= {5(0),5(1),3(2),...,5(n),...}, where $(n) =1 — s,(n) for all n € N.
The sequence s is not equal to any of the sequences sg,S1,82,...,8n,.... Indeed, it
differs from sg in the zeroth place (5(0) = 1 — 5¢(0)), it differs from s; in the first place
(3(1) =1-151(1)), .. .1t differs from s,, in the n-th place (5(n) = 1 — s,(n)). This means that
we have not listed all sequences (there is at least one missing — 3), a contradiction.
Therefore the set of all infinite sequences of zeros and ones is not countable.

3.2.13 Theorem. The set of all subsets of natural numbers N is uncountable. O

Justification. Since each characteristic function of a A C N is an infinite sequence of 0’s and
1’s, the theorem follows from the Cantor diagonal method [3.2.12

3.3 Binary relations

In mathematics, as in everyday situations, we often speak about a relationship between
objects, which means an idea of two objects being related or associated one to another in some
way. The notion of a binary relation makes this precise. Let us start with some examples.

1. To be a grandfather. Objects of our consideration are people; a person a is associated
with a person b if a is a grandfather of b.

2. To be of the same length. Objects of our consideration are sticks; a stick a is associated
with another stick b if both sticks have the same length.

3. To be a subset. Objects of our consideration are subsets of a given set U; a subset X
is related to a subset Y if X is a subset of Y.

4. To be greater or equal. Objects of our consideration are numbers; a number n is related
to a number m if n is greater than or equal to m.

5. To be a student of a study group. Objects of our consideration are first year students
and study groups; a student a is related to a study group number K if student a belongs
to study group K.

6. The sine function. Consider real numbers; a number z is related to a number y if
y =sinz.

3.3.1 Definition. A relation (more precisely a binary relation) from a set A into a set B
is any set of ordered pairs R C A x B. If A = B we speak about a relation on a set A. O

We can construct new relations from others. Since a relation is a set of ordered pairs, we
can use set operations for construction of new relations. But there are also specific operations
— inverse relation and composition of relations. First we start with set operations.

3.3.2 Set Operations with Relations.

Definition. We say that a relation R is a sub relation of a relation S if R C §; i.e. if
a R b, then also a S b. O

Definition. Let R and S be two relations from a set A into a set B. The intersection of
relations R and S is the relation R N S'; the union of R and S is the relation R U S'; the
complement of R is the relation R = (A x B)\ R. O

For example, let T be equality on the set of all real numbers R, and S be the relation
“smaller than” on R. Then T'NS = @ and T U S is the relation to be smaller than
or equal to. The complement of the relation 7T is non-equality on R; i.e. the relation
T ={(a,b) | a,b € R,a # b}.
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3.3.3 Inverse Relation.

Definition. Let R be a relation from a set A into a set B. Then the inverse relation of the
relation R is the relation R ~! from set B into set A, defined by:

xR~y ifand onlyif yRuz.

O

Notice that the inverse relation R~! to R always exists. So if R is a function then the
relation R~ exists; on the other hand, R~ does not need to be a function.

3.3.4 Composition of Relations.

Definition. Let R be a relation from a set A into a set B and S be a relation from the set
B into a set C. Then the composition of the relations (sometimes also called the product),
R o S, is the relation from the set A into the set C' defined by:

a(RoS)c if and only if there is an element b € B such that a Rb and bSec.

O

3.3.5 Properties of Composition of Relations. We will show some properties of
composition of relation. First, we prove that a composition of relations is associative, then
that it is not commutative. (Roughly speaking, we do not need to use parentheses, but we
cannot change the order.)

Proposition. The composition of relations is associative. More precisely, if R is a relation
from A to B, S is a relation from B to C, and T is a relation from C to D then

Ro(SoT) = (RoS)oT.
O

Justification: It is not difficult to show hat for all elements a € A, d € D it holds: a Ro(SoT)d
if and only if there exist b € B, ¢ € C such that a Rb, bS ¢ and ¢T d. And this means that
a(RoS)oTd.

Proposition. The composition of relations is not commutative. It is not the case that
RoS = SoR holds for all relations R and S'. O

Justification. To show the above proposition it suffices to find two relations .S and T for which
RoS = SoR does not hold despite of the fact that both compositions exist.

Here is an example: Let A be the set of all people in the Czech Republic. Consider the
following two relations R, S defined on A:

a Rb if and only if a is a brother or a sister of b and a # b
cSd if and only if ¢ is a child of d.

To show that Ro S # So R it suffices to find two people z, y such that x R o Sy holds
and z So Ry does not hold. Consider any pair of a nephew a and an uncle b. We have a SoR b
since a parent of a is a brother or a sister of the uncle b. On the other hand, a Ro S b does not
hold. Indeed, it would mean that one of the brothers or sisters of a were a parent of uncle b.

3.3.6 Relations on a Set. In applications an important role play relations S C A x B
where A = B. Recall that such relations are called relations on A.
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3.3.7 Different Types of Relations on A. Relations on a set A may have different
properties. We will be mainly interested in four of them: reflexivity, symmetry, antisymmetry
and transitivity. Here are the definitions:

Definition. We say that relation R on set A is
1. reflexive if for every a € A we have a R a;
2. symmetric if for every a,b € A it holds that: a Rb implies b R a;
3. antisymmetric, if for every a,b € A it holds that: a Rb and b Ra imply a = b;
4. transitive, if for every a,b,c € A it holds that: if a Rb and b Rc¢ then a R c.

O

Examples. Consider the relation of non-equality R on the set of all natural numbers N; (i.e.
n Rm if and only if n and m are different natural numbers). This relation is not reflexive
because for no n € N do we have n # n. It is symmetric: If n # m then also m # n. Relation
R is not antisymmetric because e.g. 2 # 3, 3 # 2, and 2 and 3 are different numbers. (That
is 2R3 and 3 R2 and at the same time 2 # 3.) This relation is not transitive because for
example we have 2 # 3 and 3 # 2, and at the same time 2 = 2 (i.e. 2R3 and 3 R2 and it is
not true 2 R 2).

Relation “to be smaller than or equal to” < on set R is reflexive, since a < a for every a.
It is also antisymmetric, since whenever for two numbers a,b we have a < b and b < a, then
a = b. It is also transitive, since if a < b and b < ¢, then also a < c.

3.3.8 Equivalence Relations. One of the most important type of relations on A is so
called equivalence relation. Let us recall the tautological equivalence of propositional formulas.
It is one example of equivalence relation on the set of all propositional formulas. Have in mind
that an “equivalence relation” on A is some sort of “generalized equality” of elements of A.

Definition. A relation R on a set A is called an equivalence, if it is reflexive, symmetric and
transitive. ([

Example. The following relation R on the set of all integers Z, defined by:
mRn if and only if m — n is divisible by 12, (m,n € Z),

is an equivalence relation.

Justification. Relation R is reflexive. Indeed, for every m € Z we have m —m = 0, and zero
is divisible by 12. Hence m Rm.

Relation R is also symmetric. Indeed, if m Rn, i.e., m — n = 12k for some k, then also
n —m is divisible by 12 (n —m = —12k). Therefore n Rm.

Moreover, R is transitive: Take any numbers m,n,p € Z such that m Rn and n R p. This
means m —n = 12k and n — p = 12[ for some k and [. Then m —p=(m —n)+ (n —p) =
12k 4+ 121 = 12(k + ). Hence we have m R p.

3.3.9 Equivalence Classes. Every equivalence relation R on A “divides” A into the sets
of equivalent elements. These sets are called equivalence classes. We will see the importance
of equivalence classes later when we introduce so called residue classes.

Definition. Let R be an equivalence relation on a set A. An equivalence class of R
corresponding to the element a € A is the set Ra] = {b€ A | aRb}. O

Example: Given the equivalence relation from [3.3.8] There are 12 different equivalence
classes of R; namely

Rli]|={jlj=i+12k,k€Z}, fori=0,...,11.
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Definition. Let R be an equivalence relation on A. The set
{Rla]|a € A}
is called the quotient set and denoted by A/R.

3.3.10 Properties of the Set of Equivalence Classes. The next proposition gives
properties that sets of equivalence classes have.

Proposition. Let R be an equivalence relation on a set A. The set { R[a] | a € A} has the
following properties:

1. Every element a € A belongs to R|[a] and hence | J{ R[a] | a € A} = A.
2. Equivalence classes R [a] are pairwise disjoint. That is, if R[a] N R[b] # 0, then
R[a] = R[b].

O

Justification. Since every element a € A is related to itself (reflexivity), we get a € R]a].
Thus A C|J{ R[a] | « € A}. Moreover, each equivalence class is a subset of A, and therefore
U{Rla] | a € A} C A. We have shown the first property.

Let us verify the second property. Assume that there are two classes with non-empty
intersection. We will show that they coincide. Take an element z € R[a]N R[b]. Then a Rz
and b R z. Since R is symmetric, we have z Rb. Furthermore, since a Rz and z Rb, it follows
from transitivity of R that a Rb. We have shown: If two classes R[a], R [b] have non-empty
intersection, then the elements a and b are equivalent. Now, take any element ¢ € R [a]. Then
¢ Ra. From transitivity of R and from a Rb we get that ¢ Rb. Hence ¢ € R [b]. Analogously
one can show that every element ¢ € R [b] also belongs to R [a]. Therefore R[a] = R[b].

3.3.11 Partition. The properties stated in the above proposition characterize another
mathematics notion — a partition of a set. Here is the formal definition.

Definition. Let A be a non-empty set. A set S of non-empty subsets of A is called a partition
of set A provided the following conditions hold:

1. Every element a € A belongs to some member of S, i.e. JS = A.

2. Elements of the set S are pairwise disjoint. In other words, if X NY # ) then X =Y
forall X, Y € S.

O

In the above proposition we have shown that the quotient set modulo an equivalence

relation forms a partition of the underlying set. On the other hand, we can associate an
equivalence relation to any partition.

3.3.12 We already know that for every equivalence relation its set of equivalence classes
forms a partition of the underlying set. On the other hand, every partition creates an
equivalence relation. This is what the next proposition states.

Proposition. Let S be a partition of a set A. Then the relation R s defined by:
aRsb if and only if a,b € X for some X € §

is an equivalence relation on set A. (I

Justification. We need to show that relation R s is reflexive, symmetric, and transitive. Since
every element a € A belongs to some set X € S, we have a R sa, and relation R g is reflexive.
The symmetry of R s is clear. Whenever we have a R sb then also b R sa, and relation R g
is symmetric.

We show the transitivity: Let a Rsb and bR gsc, ie., let a,b € X, b,c € Y for some
X,Y € §. This means that b € X NY. Therefore the sets X and Y have a non-empty
intersection. Hence they coincide. Thus we get a,c € X, and a R sc follows.
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3.3.13 Remark. Notice that if we start with an equivalence relation R, then we form
a corresponding partition into classes of R, and finally we make the equivalence relation
that corresponds to the partition (according to the above proposition), we get precisely the
equivalence relation R, with which we have started. Similarly, if we start with a partition,
then form its corresponding equivalence relation, and finish with the partition into classes of
the equivalence relation, we get the original partition.

3.3.14 Partial Order, a Poset. Apart from equivalence relations there is another type
of relations that plays a special role in mathematics. And it is a so called partial order, or a
partial ordered set, shortly a poset.

Definition. A relation R on a set A is called an order (partial order), if it is reflexive,
antisymmetric and transitive. A set A together with a partial order is often called a poset. [

3.3.15 Examples of Posets.

1. The well-known ordering of real numbers is a partial order in the above sense. Hence,
(R, <) is a poset. Indeed, for all real numbers a,b, ¢ € R we have: a < a; if a < b and
b < a then necessarily a = b; if a < b and b < ¢ then also a < c.

2. Denote by A the set of all subsets of the set U. Then the relation C, “to be a subset”, is a
partial order on A. Hence, (P(U), Q) is a poset. Verification of reflexivity, antisymmetry
and transitivity is left to the reader.

3. Let A = N, where N is the set of all natural numbers. The the relation of divisibility
defined by m|n if and only if m is a divisor of n (i.e. if n = k- m for some k € N) is a
partial order. Hence (N,|) is a poset. Indeed, for all natural numbers m, n, k we have
m|m; if m|n and n|m then m = n; if m|n and n|k then also m| k.
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Chapter 4

Integers

4.1 Integers and Their Properties

Integers are well known numbers. They play a crucial role in mathematics, primarily in the
discrete mathematics and its applications. We will use them in the sequel to introduce ”new
numbers”, the residual classes of integers modulo a positive integer n.

First, let us recall some well known facts about division of integers. They are: integer
division with remainder, a common divisor, and the greatest common divisor. We present
the Euclid’s Algorithm for finding the greatest common divisor and its applications, namely
for solving Diophantic equations — equations in which only integer solutions are sought.

4.1.1 The Division Theorem. Let a,b, b > 0, be two integers. Then there exist unique
integers g, r such that
a=qb+r, 0<r<hb
O
We will prove later only the uniqueness part of the theorem, the existence of ¢ and r
follows from the well known way how to divide two integers.

4.1.2 Remark. 1. The number ¢ is called the quotient, and r the remainder when we
divide a by b.

2. We formulated the division theorem not only for natural numbers a and b, but
also for a negative integer a. In that case, we have to be a little more careful. Assume that
a is negative. Divide the absolute value |a| by b. Then |a| = ¢’b+ 1" for 0 <+’ < b, ¢’ <0,
and a = —¢'b—7r'. If ' = 0 then a = —¢'b, and we have ¢ = —¢’, r = 0. Assume 0 < 1’/ < b,
then a = —¢'b—r' = —(¢' + 1)b+ (b —r’). Moreover, 0 < b—r' < b, and hence ¢ = —(¢' + 1)
and r =b—1'.

We show the procedure on the following example: Let a = —7, b = 3. We have 7 = 2-3+1,
hence —7=—-2-3—-1=—3-3+ (3 —1). Therefore, g = —3 and r = 2.

Let us prove the uniqueness of the quotient and the remainder.

4.1.3 Justification of Uniqueness. Assume that there exist two pairs ¢ and r from
say q1, 1 and go, 73, where 0 < r1,7r9 < b. We have

a=qb+r, and a =qgo b+ ro.
Then
@b+ri=qb+ry, ie (g1 —q)b=r2—711.

Because |ra —r1| < b and it is a multiple of b, the number g; — g2 must be 0 (indeed, otherwise
[(g1 —q2)b| > b) . And this means that ¢g; = g2 and r1 = ro. We have shown that the quotient
and the remainder are unique. O
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4.1.4 Divisibility. Let us recall other well known notions.
Definition. Given two integers a,b. We say that b divides a if a = kb for some integer k.
We also say that a is a multiple of b. This fact is denoted by b| a.

A positive integer p, p > 1, is said to be a prime if it satisfies:
a|p, a>0, implies a=1 ora=p.

A number n > 1 is composite if it is not a prime, or equivalently, if there exist r, s € Z such
that n=r-sand r > 1 and s > 1. O

Notice, that 0 divides 0; indeed, e.g. 0 = 1-0. If b # 0 then b | @ if and only if the remainder

when dividing a by b equals 0. Also, note that 1 has a special role, it is (by definition) neither
a composite number nor a prime.

4.1.5 A Common Divisor and the Greatest Common Divisor. Let us recall the
definition of a common divisor and the greatest common divisor.

Definition. Let ¢ and b be two integers. A common divisor of a and b is any integer e for
which e|a and e|b.

The greatest common divisor of a, b is the integer ¢ such that

1.¢>0
2. ¢ is a common divisor of @ and b, i.e. ¢|a and c¢|b,
3. and if e is any common divisor of a and b then e|c.

The greatest common divisor of a and b is denoted by ged(a, b). Integers a and b are called
relatively prime (or coprime) if ged(a,b) = 1. O

4.1.6 Remarks.

1. For every natural number a we have a = ged(a, 0).

2. If for natural numbers a,b we have a|b then ged(a,b) = a.

3. For every integers a, b it holds that ged(a,b) is always non-negative and ged(a,b) =
ged(—a, b) = ged(a, —b) = ged(—a, —b).

4.1.7  You know from school mathematics that the greatest common divisor of ¢ and b
can be found using a factorization of a and b into products of primes. Unfortunately, finding
such factorization for big a (or b) is a very difficult task. (There is not known a tractable
algorithm for finding it.) The following fast algorithm, due to Euclid, is based on the division
theorem.

4.1.8 Euclid’s Algorithm.

Input: Positive natural numbers a and b
Output: ¢ = ged(a,d).

1. (Initialization.)
u:=a,t:=0b

2. (Divide u by t.)

repeat
dou=gq-t+r;
u:=t,t:=r.
until ¢t = 0.

3. (The greatest common divisor)
return c ;= u.
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4.1.9 Correctness of the Euclid’s Algorithm. Notice that the above algorithm will
always terminate; indeed, the number ¢ in the next execution of the step 2 is an integer that
is always strictly smaller than the previous one. So after a finite number of executions of step
2, we get t = 0 and the algorithm terminates.

The fact that the algorithm returns ged(a,b) is proved in the following proposition.

Proposition. The pairs of numbers u,t and ¢, from the Euclid’s algorithm have the
same common divisors. Hence ged(u,t) = ged(t, ) = ged(a, b). O
Justification. Since r = u — ¢ - t for an integer ¢, any common divisor of u and t is also a
divisor of ¢,r. Indeed, if u =d-u and t =d-t', then alsor =d-uv —q-d-t' =d(u — qt’).
On the other hand, u = ¢ -t 4+ r so any common divisor of ¢,r is a divisor of u as well.
Indeed, if t =d-¢ and r =d v/, then alsou=gq-d-t' +d -7 =d(gt' +1'). O

4.1.10  Euclid’s Algorithm can be extended in such a way that it finds not only ged(a, b)
but also integers x,y that solve the following equation

ax+ by = ged(a,b).

Such equations (considered as equations over integers) will play a crucial role when investi-
gating properties of residual classes modulo n.

4.1.11 Bezout’s Theorem. Let a and b be two natural numbers. Denote ¢ = ged(a, b).
Then there exist integers z,y such that

ar+by=c.

O

The proof of the Bezout’s theorem will be given by the extended Euclid’s algorithm,

because the extended Euclid’s algorithm not only proves the existence of integers x and y,
but it finds them together with the greatest common divisor of a and b.

4.1.12 Extended Euclid’s Algorithm.
Input: natural numbers a and b.

Output: ¢ = ged(a,b) together with z,y € Z for which az + by = c.

1. (Initialization.)
Ui=a, Ty =1, Yy :=0,t:=0, x4 := 0, y := 1;
2. (Division.)
repeat
dou=gq-t+7r, Tr =Ty —qT¢, Yr = Yu — qYt;
Ui=1, Ty 1= Tt, Yy ‘= Yt
ti=7r, Tt =Ty, Yt = Yp.
until t =10
3. (Greatest common divisor and z, y)
return ¢ :=uU, T := Ty, Y := Yu-

Justification of the above algorithm is similar to [£.1.8]
l.a=1-a4+0-band b=0-a+ 1-b. So, the step 1 correctly sets x,,y, and ¢, y;.
2. Assume that u = ax, + by, and t = ax¢ + by;. Then
r=u—qt=ar,+by,—qlars +by) = a(ry —qr) +b(Yu — qYt)-
Hence, it is clear that the numbers x, and vy, are correctly defined.

O
The Bezout’s theorem has couple of important corollaries; some of them you have used in
school mathematics without justification.
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4.1.13 Corollary.

1. Let a and b be two relatively prime numbers. If a divides a product b - ¢ then a divides
c.
2. If a prime number p divides a product a - b then it divides at least one of the numbers
a,b.
O

Justification. We prove the first part of the corollary; the second one is an easy consequence
of the first one.
Assume that numbers a and b are relatively prime. By the Bezout’s theorem there exist
integers x,y such that
l=azxz+by.

Multiplying the equation by ¢ we get
c=acz+bey.

Number a divides a c and it also divides the product b ¢, hence a divides c. ([

4.1.14 Prime Factorization. Let us recall another known fact — a factorization of a
natural number different from 1 into a product of primes.

Theorem. Every natural number n, n > 1, factors into a product of primes, i.e.

n=pl'-py ... D,
where p1, ..., px are distinct primes, and i1, ...,%; positive natural numbers.
If moreover p; < ps < ... < pg then the factorization is unique. (I

Justification. The existence of a prime factorization is shown using mathematical induction
(more precisely, the principle of strong mathematical induction).

To justify the uniqueness one can use the above corollary. Assume that
plll .p222 .....ka :qil _q%2__”_q%n,
and p1 < p2 < ... < pPp, q1 < @2 < ... < @ then p; divides q{l -q%2 Ceoqimso pr = qr.
(Indeed, a prime number p divides a prime number ¢ then p = ¢q. Hence, p; must be equal to
the smallest prime among ¢; and it is ¢;.)
If we divide the equality by p; and repeat the argument we get that i; = j;. Analogously
(after dividing by pi') we get pa = ¢, 12 = ja, etc. k =m and py, = qi, ix = Jji. O

4.1.15 There is a Countably Many Primes. Using the prime factorization theorem
one can easily prove that there is an infinite number of primes — see the following theorem.
Since every prime is an integer, it means that there is countably many of them.

Theorem. There are infinitely (countably) many primes. (]

Justification. Assume that there were only finitely many primes, say p1,po,...,pn were the
only primes. Then the number n = p; - ps - ... - py + 1 is a product of primes; namely is
divisible by some prime p. But p cannot be among p1,...,pn, since n is not divisible by any
p; — a contradiction. O

4.1.16 Diophantic Equations. The Bezout’s theorem4.1.11|helps us to solve other linear
equations where we are looking for integer solutions — so called Diophantic equations.

Definition. Given three integers a, b, c. Find all integers x,y € Z which are solutions of the
following equation
ar + by = c. (4.1)

O
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4.1.17 When a Diophantic Equation Has Got a Solution. The following proposition
characterizes all Diophantic equations that have got at least one solution.

Proposition. Equation has got at least one solution if and only if ¢ is divisible by the
greatest common divisor of a and b. O

Justification. Denote d = ged(a, b). If ¢ is a multiple of d, say ¢ = k d, then it suffices to find
integers z’,y’ from the Bezout’s Theorem for which
d=az’'+by and c=kd=aka' +bky.

Now x := ka’ and y := k' is one solution of the equation
Assume that there exist integers x,y such that

c=azx+by.

Then every common divisor of a,b divides ¢ as well. Hence the greatest common divisor is
one of them and ged(a,b) divides c. O

4.1.18 Homogeneous Diophantic Equations. A Diophantic equation is said to be
homogeneous if the right hand side is 0, i.e. ¢ = 0 in A homogeneous Diophantic
equation always has got countably many solutions, see the following proposition.

Proposition. If a # 0 # b then the equation ax + by = 0 has always got infinitely many

solutions, more precisely, * = —k - by, y = k- ay for any k € Z, where a; = m and
by =

are all integer solutions of it. (Il
Justification. Divide the equation ax + by = 0 by ged(a,b). We get a1z + by = 0 for
ai and b; = Wbab)' Moreover, a; and b; are relatively prime.

_b
ged(a,b)

J— a

— gcd(a,b)
From ajz = —byy we get that ay divides y, see the corollary f.1.13] Hence there is k € Z
for which y = ka;. Substituting it to the equation we get

ayx = —by(ka;) and x = —kb;.

O

4.1.19 Equations [{.1] are linear equations with two variables. Analogously as in linear
algebra it is easy to see that a general solution of ax + by = ¢ is a sum of one solution of
ax + by = ¢ plus a general solution of the corresponding homogeneous equation ax + by = 0.
Hence, we get the following proposition.

Proposition. If ¢ is a multiple of ged(a,b) then any solution of is of the form
r=x0+k b1, y=yo—k-a,

where g, 3o is a solution of the equation ap = gcd‘(la 5y by = gcdé’a 5 and k € Z. [l

4.1.20 A Procedure How to Solve Diophantic Equations. We can summarize the
above propositions to the following instructions how to solve equations

1. Using the extended Euclid’s algorithm we find integers x¢ and yq satisfying or find
out that the equation does not have a solution.

2. If there is at least one integer solution of we find a general integer solution of the
equation ax + by = 0 as follows.

First, we divide the equation by ged(a,b) and obtain an equation a; x + by y = 0 where
a1 and by are relatively prime. The general solution is now x = b1 k, y = —ay k where
ke Z.

3. The general solution of [I.1] is
r=x0+b01k, y=yo—ar1k, keZ.

The correctness of the above method follows from the proposition above.

Marie Demlova: Discrete Mathematics and Graphs September 11, 2024, 12:28



4.2. Congruence relation modulo n [240911-1228] 29

4.2 Congruence relation modulo n

We have introduced the extended Fuclid’s algorithm which helped us to solve Diophantic
equations; linear equations with two unknowns where we look only for integer solutions. The
material of the last lecture will be used for introduction new “numbers”, residue classes, and
operations with them.

4.2.1 The Relation Modulo n. First of all we introduce an equivalence relation modulo n
for a natural number n > 1. You have already come across it; indeed, consider the imaginary

unit . We have
i?=-1, *=—i, i*=1, and ® =1.

Therefore, it is easy to calculate powers of the imaginary unit ; indeed for example

651 = 416243 — 1162 .3 — 4 More generally, to calculate i* it suffices to know the

remainder r when k is divided by 4, and then we have ¥ = i".

Definition. Given two integers a, b and a natural number n > 1. We say that a is congruent
to b modulo n and write a = b (modn) if a — b is divisible by n. O

4.2.2 Equivalent Characterizations of Modulo n. We could introduce the relation
modulo n in other two ways.

Proposition. Let a and b be two integers. Then the following is equivalent:
1. a=0b (modn),

2. a = b+ kn for some integer k,
3. a and b have the same remainders when divided by n.

O

Justification. It is clear that conditions 1. and 2. are equivalent; indeed the fact that a — b
is divisible by n means that a — b = kn for some integer k € Z; and this is the same as
a=b+kn.

We show that a = b (mod n) if and only if a and b have the same remainder when divided
by n. Assume that a=q¢in+r,b=qgn+r; and 0 < ry,ry < n.

If r1 = ro, then a — b= (g1 — ¢2) n and a = b (mod n) holds.

If 1 # ro, then from the uniqueness of the division theorem, a — b is not divisible by n,
so a = b (modn) does not hold. O

4.2.3 The Relation Modulo n is an Equivalence Relation on Z.

Proposition. Let a, b, and ¢ be integers. Then

1. a = a (modn) (modulo n is reflexive);
2. if a = b (mod n), then also b = a (modn) (modulo n is symmetric);
3. if a =b (modn) and b = ¢ (modn), then a = ¢ (modn) (modulo n is transitive).

The justification is easy, especially if we use [£.2.2]

4.2.4 Properties of the Equivalence Modulo n. The equivalence modulo n also
“maintain” operations addition and multiplication of integers. More precisely:

Proposition. Assume that for integers a, b, ¢, and d it holds that a = b (modn) and
¢ =d (modn). Then

(a+c)=(b+d) (modn) a (a-c)=(b-d) (modn).

O
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Justification. Assume that ¢ = b (modn) and ¢ = d (modn). Then a = b+ kn and
¢ = d+ rn for some k,r € Z. Therefore, a +¢ = b+d+ (k+r)n and a-c =
(b+ kn)(d+rn) = bd + (br + dk + krn)n. And this is equivalent to (a +¢) = (b+ d) (modn)
and (a-c) = (b-d) (modn). O

4.2.5  The[f:2:4 has two special cases. We state them as corollaries.

Corollary. Given two integers a, b such that ¢ = b (modn). Then

1. ra = rb (modn) for every integer r;
2. a¥ = b* (modn) for every natural number k.
3. Moreover, if a; = b; (modn) for every i = 0,...,k, a rg,...,7 are arbitrary integers,
then
(roag+...+rrag) = (robo+ ...+ ri br) (modn).

O

Justification. 1. To prove the first part it suffices to use the above proposition [1.2:4] for the
pair r = r (modn) a a = b (modn).

2. From the above proposition we know that a? = b? (modn) (we have used a = b (mod n)
and a = b (modn)). Now, from a = b (modn) and a? = b (modn) we get a®> = b3 (modn),
a* = b* (modn), etc.

To make the argument more accurate we can use mathematical induction over k. (I

4.2.6  We can ask whether the first part of the corollary is still valid if we reverse the
implication. More precisely, if from ra = rb modn it follows that a = b modn. A simple
example shows that this is not the case. Indeed, we have 6 = 10 mod 4, but 3 # 5 mod 4.
The following proposition states what can be deduced form ra = r b modn.

Proposition. Let 7, a, b be integers and n a natural number n > 1 such that ra = rb (mod n).
Then

a=b <mod (4.2)

O

Justification. We know that ra — rb = kn for an integer k € Z. Hence r(a — b) = kn. Denote
d = ged(ry,n). Then r = s-d, n = m - d, and the integers s and m are relatively prime.
Substituting into r(a — b) = kn and get

sd(a—b)=kmd, and s(a—0b)=km.

Since the numbers s and m are relatively prime, and s divides the product km, the number
s must divide k. Therefore, s(a —b) = sjm and a —b = jm. We have shown that

a =b (modm), in other words a = b (mod aed(n T)). O

4.2.7 Solving (a+ x) = b modn. Given integers a, b and a natural number n > 1. Find
all integers x for which
(a+z)=b (modn). (4.3)

This problem has got always a solution which is any x € Z for which x = (b — a) (modn).

4.2.8 Solving (a-z) = b modn. Given two integers a, b and a natural number n > 1.
Find all integers x for which
ax =b (modn). (4.4)

Such = does not always exist. For example, there is no integer « for which 2z = 3 (mod 4). We
will use Diophantic equations and their solutions to find a necessary and sufficient condition
on a, b, and n for which z € Z satisfying the relation [I.4] exists.

Marie Demlova: Discrete Mathematics and Graphs September 11, 2024, 12:28



4.2. Congruence relation modulo n [240911-1228] 31

4.2.9 Proposition. Equation[f.4has got a solution if and only if the number b is a multiple
of ged(a,n).

In this case all integers x satisfying [4.4] are solutions of the following Diophantic equation

ax+ny=>h.
O
Justification. We know that ax = b (modn) means ax — b = kn for an integer k € Z, and
this is equivalent to ax — kn = b. If we substitute y := —k, we get the Diophantic equation
which has a solution if and only if b is divisible by ged(a,n). O

4.2.10 Let us mention another property that the equivalences modulo have got.

Proposition. Let n > 1, m > 1 be two relatively prime natural number. And let for some
a,b € Z it holds that a = b (modn) and a = b (mod m)
Then also a = b (mod nm). O

Justification. We know that a — b = kn and a — b = jm for some k,j € Z. Hence kn = jm.
Since n and m are relatively prime and n divides the product jm, we know that n divides j.
So a — b= jm = rnm for some r € Z. We have shown that a = b (mod nm). O

4.2.11 Remark. A stronger proposition can be proved than [£.2.10, namely: Assume that

a=0b(modn) and a = b (modm). Let ny = and my = Then

_—n —m
ged(n,m) ged(n,m) "

a=0b (modnimy).

The justification is analogous to [£:2.10} indeed, the equation kn = jm must be first divided
by ged(n, m).

4.2.12 Small Fermat Theorem. We will end this part concerning the equivalence mod-
ulo n by the small Fermat theorem which is a basis of the RSA public-key cryptosystem. (In
literature, the Small Fermat Theorem is sometimes called Fermat Little Theorem.)

Theorem. Let p be a prime and @ an integer relatively prime to p. Then
a?~' =1 (modp).

O

Justification. One of the proofs of the small Fermat theorem uses basic properties of groups
and we will give it later. There is also a proof which uses only elementary mathematics. In
fact, we will first show that for every integer a it holds that a? = a mod p by mathematical
induction on a

1. Basic step: Let a =0 or @ = 1. Then a” = a, hence a? = a (mod p).

2. Induction step: Assume that a? = a (mod p), and calculate (a + 1) — (a + 1). By the
binomial theorem we have

(a+1)p—(a+1):a”+(?)ap_l—&-(g)ap_Q—i—...—k(pp1>a+1—(a+1):

=aP —a+ pap71+...—|— p a.
1 p—1

We know by the induction hypothesis that a? — a is divisible by p. Hence, if we show that
(?) is divisible by p for every i, 0 < i < p, we will know that so is (a + 1) — (a +1). And
this means that (a + 1)? = (a + 1) mod p.

We know that
p\__p
) il (p—o)l
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ﬂ@—@!@):pL

Moreover, p divides neither ! (i < p) nor (p —)! (0 < i). Hence, p must divide (?).

Hence

Now, assume that a and p are relatively prime. We have a? — a = kp for some k € Z.
Thus a (a?~! — 1) = kp. Since a and p are relatively prime, a divides k and a?~! — 1 = jp
which proves that a?~! = 1 (mod p). O

4.3 Residue Classes Modulo n

We know that the relation modulo n is an equivalence relation on the set Z, see [£.2.3] An
equivalence class of the equivalence modulo n containing a number ¢ € Z is called the residue
class containing ¢ and is denoted by [i],,. We know that

[i]n ={j|j =1+ kn for some k € Z}. (4.5)

The name residue classes comes from the fact that an integer j belongs to [i], if and only if
i and j have the same remainders when divided by n.

4.3.1 The Set Z,. There are n distinct residue classes modulo n; indeed, they are the
residue classes corresponding to the numbers (remainders) 0,1, ...,n—1. The set of all residue
classes is denoted by Z,, so

Zo = {[0), Uy - - [ — 1]}

4.3.2 Calculations in Z,. It is clear from the proposition that the equivalence
modulo 7 is compatible with operations + and -. Indeed, if i = j (modn) and k =1 (modn)
then i + k= j+1 (modn) and i - k = j -1 (modn). These properties can be reformulate as
follows:

If we choose any a € [i],, and any b € [j],, then the number a + b belongs to [i + j],,
and the number a - b belongs to [i - j],. This allows us to define operations addition @ and
multiplication ® on the set Z,, as follows:

4.3.3 Properties of the Operation &.

e P is associative, i.e. for any three integers ¢, j, k we have:
([iln @ [jln) @ [Kln = [iln @ ([j]n © [K]n)-
e @& is commutative, i.e. for any two integers i, ;7 we have:
[i]n @ [jln = [j]n @ [iln-

e The class [0],, plays the role of “zero”, more precisely, for any integer ¢ we have:

O

Justification. Verification of the above properties is straightforward and it is left to the reader.
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4.3.4 Properties of the Operation ©.

e (9 is associative, i.e for any three integers i, j, k we have:
([iln © [1]n) © [K]n = [t]n © ([]n © [K]n)-

e (© is commutative, i.e. for any two integers i, j we have:

[i]n © [j]n = [i]n © [i]n-

e The class [1],, plays the role of “identity”, More precisely, for any integer ¢ we have:

O

Justification. Verification of the above properties is straightforward and it is left to the reader.

4.3.5 Remark. In the above properties there is no one which means something as “can-
cellation” or “division” for ®. More precisely, we have not stated any general condition under
which for a given integer i there exists an integer j such that [i], ® [j], = [1],. The reason is
that no every equation of the form [i],, ® [z],, = [1],, has a solution. The following proposition
characterizes ¢ and n for which such x exists.
4.3.6 Properties of the Operation ©.

e (© is associative, i.e for any three integers i, j, k we have:

e (© is commutative, i.e. for any two integers i,j we have:

[i]ln © []n = [j]n © [i]n-

e The class [1],, plays the role of “identity”, More precisely, for any integer i we have:

Justification. [i], © [x]n = [j]n can be rewritten as [i - x],, = [j], and hence
i-x = j modn.
And this leads to
tx—j=kn, sowehave ix —kn=j.
And the last equation is in fact a Diophantic equation ¢z + ny = j which has a solution if
and only if j is a multiple of ged(i,n).

From ?7 we know that all integers x € Z satisfying i x +ny = j are of the form xg + kn;

where x¢ is one solution of the non-homogeneous equation, and i; = 5 and n; = 7. It can

be shown that for xx = xg 4+ kny it holds that [zy], are distinct elements of Z,, for which ??
holds. O

4.3.7 A special case of 77 is the following:
Corollary. For a residue class [i],, there is a residue class [z],, such that

[i]n © [2]n = [1]n (4.7)
if and only if the numbers ¢ and n are relatively prime. O

The class [z],, satisfying [4.7]is called the inverse of [i],, and we denote it [i];/ .
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4.3.8 Distributivity Law for & and ©. For any three integers i, j, k it holds that
[i]n © ([]n @ [K]n) = ([i]n © [1]n) & ([i]n © [k]n).

4.3.9 Remark. If p is a prime number then the set Z, satisfies all the properties that
addition and multiplication of real numbers have got.

If n is a composite number (not a prime) then the situation is different. For example if
n=r-s,0<r<nand0<s<n, then [r], ® [s], = [0], even though the classes [r], and
[s],, are non-zero. (It means that we cannot “divide” by such elements.)

4.3.10 Convention. Later on, when there is not fear of misunderstanding we will write
Zn ={0,1,...,n — 1} instead of Z,, = {[0]n, [1]n,-.-,[n — 1]} and the operations &, ® will
be denoted by an “ordinary signs”, i.e. simply by + and -.

Note that we can write that in Z,, for every ¢,j € Z,
i+ j =k, where k is the remainder when i + j is divided by n;

i-j =1, where [ is the remainder when i j is divided by n.
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Chapter 5

Binary Operations

In the last lecture, we introduced the residue classes Z,, together with their addition and
multiplication. We have also shown some properties that these two operations have. Today,
we will study sets together with one operation in general and try to derive some properties
that can be used regardless how an operation is defined and what elements a set has. We will
define item-by-item groupids (the most general case), semigroups (groupoids that satisfy the
associativity law), monoids (semigroups with a neutral element), and groups (monoids where
every element is invertible).

5.1 Groupoids, Semigroups, Monoids

5.1.1 Groupoids. The most general notion of this section is the notion of a groupoid.

Definition. A binary operation on a set S is any mapping from the set of all pairs S x §
into the set S.

A pair (S,0) where S is a set and o is a binary operation on S is called a groupoid. O

Note that the only condition for a binary operation on S is that for every pair of elements
of S their result must be defined and must be an element in S.

A binary operation is usually denoted by -, or +, o, x etc. (A binary operation o assigns
to elements x,y the element x o y.)

Examples of groupoids. The following are groupoids.

1) (R,+) where + is addition on the set of all real numbers.

2) (Z,+) where + is addition on the set of all integers.

3) (N,+) where + is addition on the set of all natural numbers.

4) (R,-) where - is multiplication on the set of all real numbers.

5) (Z,-) where - is multiplication on the set of all integers.

6) (M,, ) where M, is the set of all square matrices of order n, and - is multiplication of

matrices.
7) (Zy,®) for any n > 1.
8) (Z,,®) for any n > 1.
9) (Z,—), where — is subtraction on the set of all integers.

Examples which are not groupoids.
e (N, —) is not a groupoid because subtraction is not a binary operation on N. Indeed,

3 — 4 is not a natural number.
e (Q,:), where : is the division, because 1 : 0 is not defined.
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5.1.2 Semigroups. General groupoids are structures where it is rather difficult to “calcu-
late”. Indeed, if we want to “multiply” four elements we must know in which order to do it.
It means whether it is ao ((boc¢)od), or ao ((boc)od), or one of the other two possibilities.
First, we will be interested in groupoids where we do not need to use brackets, these will be
groupoids where the associative law holds.

Definition. Given a groupoid (S, o). If for every z,y,z € S we have
o(yoz)=(zxoy)oz (5.1)
(S, 0) is called a semigroup. O
The property is called the associative law.

Examples of semigroups. The following groupoids are semigroups:

) (R +) (Z +), (N, +).
3) (Z’ru @) (Zn, ®).
4) (My,+), (M,,-), where M, is the set of square real matrices of order n and + and - is
addition and multiplication, respectively, of matrices.
5) (A, o) where A is the set of all mappings f: X — X for a set X, and o is the composition
of mappings.

Examples of groupoids which are not semigroups.

e (Z,—), i.e. the set of all integers with subtraction. Indeed, 2 — (3 —4) = 3 but
(2—-3)—4=-5.

e (R\ {0},:), i.e. the set of nonzero real numbers together with the division :. Indeed,
4:(2:4)=8,but (4:2):4=1.

5.1.3 Neutral (Identity) Element. A groupoid (5, 0) may or may not have an element
that “does not change” anything if it is used. The precise definition is given bellow.
Definition. Given a groupoid (S,0). An element e € S is called a neutral (also identity)
element if
eox=x=xo0e foreveryzelS. (5.2)
O
If the operation is denoted by - then we usually use the term ”identity element” instead
of a neutral element.

Examples of neutral elements.

1) For (R,+) the number 0 is its neutral element, the same holds for (Z,+).

2) For (R,-) the number 1 is its neutral (identity) element, the same holds for (Z, ), and
(N, ).

3) For (M,, ) where - is the multiplication of square matrices of order n the identity matrix
is its neutral (identity) element.

4) (Zy,®) has the class [0],, as its neutral element.

5) (Zn,®) has the class [1],, as its neutral (identity) element.

Example of a groupoid that does not have a neutral element. The groupoid
(N'\ {0},4) does not have a neutral element. Indeed, there is not a positive number e
for which n + e =n = e + n for every positive n € N

5.1.4 Uniqueness of the Neutral Element. The following proposition shows that if a
groupoid (S, o) has its neutral element then it is unique.

Proposition. Given a groupoid (S,0). If there exist elements e and f such that for every
x € S we have eox =z and z o f = z, then e = f is the neutral element of (5, o). (]

Justification. Consider the product e o f. From the property of e we have eo f = f (indeed,
take x = f); from the property of f we have eo f = e (indeed, take x = ¢). Hence e = f, and
in this case e is the neutral element. (|
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5.1.5 Monoids. We will be mainly interested in semigroups which have the neutral
element; they will be called monoids.

Definition. If in a semigroup (S,0) there exists a neutral element then we call (S,0) a
monotd. g

In the paragraph above, we gave couple of examples of monoids and also an example of a
semigroup which is not a monoid.

Convention. In the following text, the fact that (S, 0) is a monoid with the neutral element
e will be shortened to (5,0, e€).

5.1.6 Powers in a Monoid. Similarly as powers are defined in (R, o, 1) we can introduce
powers in an arbitrary monoid.

Definition. Given a monoid (5,0, ¢) and its element a € S. The powers of a are defined by:

0 i+1

a =e, a =a'oa for every i > 0.

[l
Note that if the operation is + with neutral element 0 then we write 0a = 0 instead of a°
and ka instead of a*.

5.1.7 Invertible Elements. In many examples given above, we can somehow “reverse”
the operation. For instance, in (R, +,0) we can subtract; in (R,-,1) we can divide by any
nonzero number; in (M,, -, E) where M, is the set of all square matrices of order n, and FE
is the identity matrix, we can cancel all the regular matrices (this means multiplying by the
inverse matrix to a given regular one). In this paragraph, roughly speaking, we characterize
those elements of a monoid that not only permit “cancellation” but ”help solving equations”.
More precisely:

Definition. Given a monoid (S,0,e). We say that an element a € S is invertible if there
exists an element y € S such that

aoy=e=yoa. (5.3)

([
Let us show that if y from [5.3] exists then it is unique.

Proposition. Given a monoid (5,0, e). Assume that there are elements a,z,y € S such that
roa=-¢e¢ and aoy = e,

then z = y. (I

Justification. Consider the product x o a o y. Since we are in a semigroup it holds that

y=eoy=(roa)oy=zxo(aoy)=zoe=zx.

O
5.1.8 The Inverse Element. Since y from is unique we can define:
Definition. Let (5,0, ¢e) be a monoid, and a € S an invertible element. Let y € S satisfy
aoy=e=yoa.
Then y is called the inverse element to a and is denoted by a~!. O

Remark. If a binary operation is denoted by + we speak about the opposite element (instead
of the inverse element) and denote it by —a (instead of a~!). The reason is that we sometimes
have two different binary operations defined on the same set, (indeed, on the set R we have
both + and -), hence it is convenient to distinguish between “inverses” with respect to + and
with respect to -.
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5.1.9 We know that not every element of a general monoid is invertible. Indeed, consider
for example the set of all square matrices together with multiplication and the identity matrix.
Then only regular matrices are invertible, and moreover for any regular matrix A it holds
that (A=1)~! = A. The next proposition shows that properties of invertible elements and
their inverses are the same in any monoid.

Proposition. Let (S, 0,e) be a monoid. Then
1. e is invertible and e~ ! = e.

2. If a is invertible then so is a~!, and we have (a=!)~! = a.

3. If @ and b are invertible elements then so is a o b, and we have (aob)™!' =b"toa™.

O

Justification.
1. It suffices to notice that e o e = e, this immediately means that e~! = e.

2. Assume that a is invertible. Then we have aca™! = e = a~! oa. If we look at the last

identities we see that a is the element such that if we multiply by it the element a~! we get
e. Hence a = (a= 1)1

3. Assume that ¢~ ! and b~ exist. Then

(aob)o(btoa)=ao(bob )oat=aoceoat=aocal=e

Similarly, we get that (b~ oa™1) o (a0b) = e. We have shown that (aob)™! =b"loa™!. O
Remark. Note that it is not always the case that (a0 b)™! = a=! o b=!. This holds when
the operation o is commutative, i.e. x oy =y oz for every x and y.

5.1.10 An Invertible Element Can Be Canceled.

Proposition. Let (S, 0,e) be a monoid, and let a € S is its invertible element. Then

aob=aoc, or boa=coa implies b=c.

Justification. Assume that a~! exists and
aob=aoc. (5.4)

Multiply by a~! form the left. We get

-1

ato(aob)=a"'o(aoc), which gives (a 'oa)ob=(a"toa)oc and b=rc.

Similarly for boa = coa. The only difference is that here we multiply by a~! from the right.
(Notice the similarity with matrix operations.) O

5.1.11 Groups. In couple of examples above, every element was invertible; indeed, it holds
for (Z,+,0), (R\ {0},-,1), and (Z,,+,0). Such monoids are of great importance and they
are called groups.

Definition. A monoid (5,0, e) in which every element is invertible is called a group. ([

Examples of groups. The following monoids are groups:

1) The monoid (R, +,0). Indeed, for every € R there exists —z for which = 4+ (—z) =
0=(—x)+u=z.

2) The monoid (Z,+,0). Indeed, for each integer z there exists an integer —a for which
x4+ (—z)=0=(—z) + 2.

3) The monoid (R, -, 1), where RT is the set of all positive real numbers. Indeed, for every

positive real number x there exists a positive real number % for which x - % =1= % -z
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4) The monoid (Z,, ®, [0],,). Indeed, for a class [i], there exists a class [n — ], for which
[iln ® [n = i]n = [0]n = [n — i]n ® [i]n.

5) Let A be the set of all permutation of the set {1,2,...,n}, and let o be the composition
of permutations. Then (A4,0) is a monoid with the neutral element the identity
permutation ¢d. Moreover, for every permutation ¢ there exists its inverse permutation
¢~ ! for which po ™! =id = ¢! 0 ¢.

Examples of monoids that are not groups.

1) The monoid (Z,-,1). Indeed, for example 2 is not invertible because there is no integer
k such that 2 -k = 1.

2) The monoid (Z,, ®, [1],,). Indeed, the class [0],, is not invertible because for any [i],, we
have (0], © [i]n = [0]n # [1]n-

3) Let B be the set of all mappings from the set {1,2,...,n} into itself, where n > 1. Let
o be the composition of mappings. Then (B, o,id) is a monoid where id is the identity
mapping. Any mapping that is not one-to-one is not invertible.

5.1.12 Groups can be characterized as those semigroups (S,0) where every equation
aox = b and yoa = b has a solution. In that case, the solution is unique. From this
it immediately follows that

1. If (S, 0) is not a group, then there is an equation which does not have a solution.
2. Given a semigroup (S, 0). If there exists an equation with two distinct solutions, then
(S,0) is not a group, and moreover there is an equation that does not have a solution.

The following two paragraphs prove it.

5.1.13 Proposition. Given a group (5, 0) with its neutral element e. Then for every two
elements a,b € S there exist unique z,y € S such that

aox =b, yoa=>0.

O

Justification. Since (S, o0, e) is a group and a € S, there exists its inverse a~!. If we multiply
the equation @ o x = b by a~! from the left we obtain

zt=(atoa)ox=ato(aox)=a"tob.

Similarly we obtain y = bo a~! from the second equation; indeed, we multiply the second
equation by a~! from the right and get the desired solution.

Let us show the uniqueness. Assume that aoxz; = b and aoxe =b. Then aox; = aoxs.
Now, the proposition [5.1.10|completes the argument because it states that 1 = z5. Similarly
from y; oa =0 and y3 0 a = b we get y; = yo.

5.1.14 Theorem. A semigroup (5,0) is a group if and only if every equation of the form
aox = b and every equation of the form y o a = b has at least one solution.

More precisely: A semigroup (.5, o) is a group if and only if for every two elements a,b € S
there exist x,y € S such that aoxz =b and yoa =b. O

Justification. First we show that if a semigroup (S, o) satisfies the above conditions then it
has got a neutral element.

Choose any a € S. There exists e, € S such that e, o a = a; indeed, it is a solution of
yoa = a. Now, take an arbitrary b € S. We know that b = a o x for some x € S, hence

eaob=c¢ez0(aox)=(e,0a)ox=aox =0
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Similarly, it can be shown that the element f, for which a o f, = a satisfies bo f, = b for any
beS.

Therefore, from we get that e, = f, is the neutral element of (S, -).

To show that every element a € S is invertible, it suffices to use the proposition from
Indeed, from the fact that there exist x,y € S with a oz = e and y o a = e we know
that * = y, and x = a~!. So, a is invertible. Since a was an arbitrary element of S, (5,0, ¢)
is a group. O

5.1.15 Commutative Semigroups, Monoids, Groups. In many examples above (but
not in all) it does not matter whether we calculate a o b or bo a, we get the same results.

Definition. A semigroup (S,0) (monoid, group) is called commutative if it satisfies the
commutative law, i.e. for every two elements z,y € S

Toy=you.

O

5.1.16 Subsemigroups. Given a semigroup (5,0) and a set T' C S. It may happen (but
does not need to) that T together with the same operation o is again a semigroup. In that
case, we will call (T, 0) a subsemigroup of (S, o).

Definition. Given a semigroup (5,0). A subset T C S together with an operation o forms
a subsemigroup of the semigroup (5, o), if for every two elements x,y € T we have roy € T.
(In this case (T, o) is also a semigroup.) O
Remark. Next, we will say less exactly “I" is a subsemigroup” instead of “I" forms a
subsemigroup”. It will be mainly in the situation where the operation is clear from the
context.

Examples of subsemigroups. The following are examples of subsemigroups:

1) N together with addition forms a subsemigroup of (Z, +).

2) The set of all regular matrices together with multiplication of matrices forms a sub-
semigroup of (M, ), where M, is the set of all square matrices of order n.

3) The set of all positive real numbers together with multiplication forms a subsemigroup
of (R,-).

Example of a subset that does not form a subsemigroup. The set of all regular
square matrices of order n together with addition of matrices does not form a subsemigroup
of (M,,+). Indeed, it does not hold that sum of two regular matrices is a regular matrix,
e.g. coincide the identity matrix E. Then E and —F are regular matrices but F + (—FE) is
the zero matrix which is not regular.

5.1.17 Submonoids.

Definition. Given a monoid (S,0,e). A subset 7' C S forms a submonoid if it forms a
subsemigroup and moreover e € T. (In this case (T, 0, ¢) is also a monoid.) O

Examples of submonoids.

1) The set of all natural numbers N together with addition is a submonoid of (Z,+,0),
since 0 € N.

2) The set of all regular square matrices of order n together with multiplication of matrices
forms a submonoid of (M,, -, E), since the identity matrix E is regular.

3) Denote by Tx the set of all mappings from a set X into itself. Consider the operation
composition of mappings o. Then (Tx, o, id) where id is the identity mapping (defined
by id(x) = x for all € X) is a monoid. The set of all bijections from Tx forms a
submonoid of (T'x, o), indeed, a composition of two bijections is a bijection, and the
identity mapping is a bijection.
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5.1.18 Remark. Notice that a subsemigroup (7,0) of (S,0,e) may contain a neutral
element which is different from the neutral element e (but in this case e ¢ T). If this is
the case (T, 0) is a subsemigroup of (S, 0) but not a submonoid of (S, o,e). Next, there is an
example of such a situation.

Example. Let X = {1,2,3}. Denote by S the set of all mappings from X to X. Then
(S, 0,1id) is a monoid (o is the composition of mappings, id is the identity mapping).

Consider the mapping f: X — X defined by f(1) =2, f(2) =3, f(3) =4, and f(4) = 2.
Then f* = f and T = {f, f?, f3} forms a subsemigroup of (S,o,id). T does not form a
submonoid, since id ¢ T. On the other hand, f3 is the neutral element of (7', 0) and (T, o, f3)
is in fact a group. Indeed, fo f3=f=f30f, f20f3=f2= f30f2 and f3o0 f3 = f3.

5.1.19 The Group of Invertible Elements. Every monoid contains a special sub-
monoid, the one formed by all invertible elements. And this submonoid is in fact a group that
is called the group of invertible elements. Let us first prove the following proposition which
justifies the definition coming next.

Proposition. Given a monoid (S, 0,¢e). Denote by S* the set of all its invertible elements.
Then (S*,0,¢e) is a submonoid of (.S, o) which is a group. O
Justification. The above proposition immediately follows from Indeed, e € S*, and if
a,b € S* then aob € S*. So S* forms a submonoid.

Moreover, (S*,0,¢) is a group because if a € S* then a~1 € S*. O

Definition. The group (S*,o,e¢) is called the group of invertible elements of the monoid S.
O

5.1.20 The following theorem is an important fact and is used in a lot of applications. In
fact it holds for any finite group but we will state and prove it only for commutative ones
now.

Theorem. Let (G,o0,¢e) be a finite commutative group. Then for every a € G we have

alCl =e. (I
Justification. Assume that the group has n elements and denote G = {a1,as,...,a,}. Take
any a € G and form the set H = {aoaj,aoas,...,a0a,}. The H has also n elements;

indeed, if a 0 a; = a 0 a; in a group then a; = a; (see [5.1.10).
Therefore, G = H and because G is a commutative group we have

a10as0...0a, =(aoay)o(aocaz)o...o(aoay),

and also
. on
a10a30...0a, =a"o(a;oazo...0ay).

1

If we multiply the last equality by (a1 cago...0a,)”" we get a™ = e. O

5.2 Applications to (Z,,,1)

Let us first introduce the Fuler function.

5.2.1 Euler function. Given a natural number n > 1. Then the value of Euler function
¢(n) equals to the number of all natural numbers ¢, 0 < ¢ < n, that are relatively prime to n.
O

For example ¢(6) = 2, since there are only two natural numbers between 0 and 5 that are
relatively prime to 6, namely 1 and 5.

Marie Demlova: Discrete Mathematics and Graphs September 11, 2024, 12:28



42 [240911-1228) Chapter 5. Binary Operations

5.2.2 Properties of Euler Function.

1. Let p be a prime number, then ¢(p) =p — 1.
2. If p is a prime number and k > 1 then ¢(n) = p* — pF—1.
3. If n and m are relatively prime natural numbers then ¢(n - m) = ¢(n) - ¢p(m).

d

It is not difficult to show the first two properties above. The easiest way how to prove the
last one is to use the Chinese Remainder Theorem which is beyond the scope of this course.

5.2.3 The Group of Invertible Elements of (Z,,,-,1). We will use the facts from|5.1.19
for the commutative monoid (Z,,-,1). We know (Z,, ) is a monoid with its neutral element
1. The set of all invertible elements of it is

Zy ={i]0<i<mn, iandn are relatively prime}.
Therefore, (Z},-,1) is a group with ¢(n) elements where ¢(n) is the Euler function of n.

5.2.4 Euler-Fermat Theorem. Applying [5.1.20] we get a theorem which generalizes of
the small Fermat theorem:

Theorem (Euler-Fermat). Given a natural number n > 1. Then for every integer a
relatively prime to n we have
a®™ =1 (modn).

O
Justification. Indeed, take any integer a relatively prime to m. Put b to be the remainder
when we divide a by n. Then b € Z%. Since (Z},-,1) is a finite group with ¢(n) elements,
the Euler-Fermat Theorem is a consequence of [5.1.20 (I

Remark. The small Fermat theorem is an immediate consequence of the Euler-Fermat
theorem. Indeed, if n is a prime number then ¢(n) =n — 1.

5.3 Subgroups

Analogously as we defined subsemigroups and submonoids we can define subgroups. Sub-
groups are formed by subsets that not only form itself a group but group with the original
operations. More precisely:

Definition. Given a group (G, o,e). We say that H C G forms a subgroup of (G, o,e) if

1. for every z,y € H it holds that x oy € H, (i.e. forms a subsemigroup);
2. e € H, (i.e. forms a submonoid);
3. for every x € H it holds that 2= € H.

O
Note, that in this case, (H, o, ¢) is also a group.

Remark. Every group (G,o,e) with more than one element has at least two subgroups;
indeed, one formed by {e} and second formed by G. These two subgroups are called trivial
subgroups.

5.3.1 How Many Elements a Subgroup Can Have? We will show some useful
properties of finite groups and their subgroups. The first theorem shows that a subset of
a group can form a subgroup only if its number of elements divides the number of elements
of the group. Hence, (Z7,+,0) has only trivial subgroups; indeed, 7 is a prime number with
divisors 1 and 7. And any subgroup with 1 element consists of 0, a subgroup with 7 elements
is (Z77 =+, 0)
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Theorem. Let (G,0,¢) be a finite group and H C G its subgroup. Then the number of
elements of H divides the number of elements of G. O

Justification. Let us denote n = |G| and k = |H|. For every g € G we form a subset of G:
goH ={gox|ze H}.

We show that for every gi,g2 € G the sets g1 o H and go o H are either the same or they
are disjoint (they do not have a common element).

Assume that (g10H)N(go0H) # 0. Then there exist hy, hy € H such that g1ohy = gaohs.
Since we are in a group, we have

g1=1(g20h2)ohi" =gso(hoohi') and go = (grohi)ohy' =gio(hiohy"). (5.5)

This means that g1 € gooH and g2 € g1oH, (indeed, H is a subgroup so hgohfl, hlohgl € H).

Now, take an arbitrary element « € g; o H. Then x = g; o h for some h € H. Substituting
form [5.5] we get

z=(g2o(hoohi"))oh=gso(hoohy'oh) andso x € gsoH.

Indeed, H is a subgroup so hs o hy o h belongs to H.
Similarly, one gets that any z € g, o H belongs to g1 o H. So, we have shown that
gioH =go0H.

H is a subgroup, so e € H, and therefore g € g o H for every g € G. This means that
every element from G belongs to some ¢’ o H. Hence, the system {go H|g € G} forms a
partition of G.

To finish the argument, we show that all sets g o H have the same number of elements
which is k = |H|. Denote H = {hy,...,h;}. Then

gOH:{gohla"'vgohk}'

If goh; = goh; then (¢g'og)oh; = (¢~ 0g) o he, which means that h; = h; (see also[5.1.10).

We have shown that the set of n elements is divided into disjoint parts each of them having
k elements. Hence n is divisible by k. (Note that there are n/k distinct sets g o H.) O

5.3.2 Order of a Finite Group. The number of elements of a finite group (G, o,e) is
often called its order. The above theorem can be formulated as follows: The order of any
subgroup (H, o, ¢e) of a finite group (G, o, ¢) divides the order of (G, o,e).

5.3.3 Subgroup Generated by an Element, Order of an Element. Let (G,o,¢) be
a finite group, choose an element a € G. Consider the set of all powers of a:

{a,ag,a?’,...,ak,...}.

Since G is a finite set, there must exist i and j, i # j, such that a’ = a/. Let us assume that
i is the exponent which is smaller than j. We are in a group, so there exists a~!. Therefore

a' =da’ implies a* ' =da/7, etc. e=a=d’
Hence, we have proved the first part of the following proposition:

Proposition. Let (G,o,¢) be a finite group, a € G. Then there exists the smallest positive
integer 7 for which a” = e. Moreover, {a,a?,...,a"} forms a subgroup of (G, o,e). O

Justification. The second part follows from the fact that

1. ¢’ oal = a7 = a¥F where k =i+ j modr.
2. a" =e€ {a,a®...,a"}.
3 (ai -1 :arfi
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Definition. The subgroup formed by {a,a?,...,a"} is called the subgroup generated by a
and will be denoted by (a).

The number of elements of (a) (i.e. the smallest positive r for which a” = e) is called the
order of a and it is denoted by r(a). O

Note that the order of a is in fact the order of the subgroup (a).

5.3.4  The fact that (a) forms a subgroup of (G, o, €) gives us
Corollary. Given a finite group (G,o,n) with n elements. Then the order of any element
a € G divides n.

This proposition is a direct consequence of Indeed, (a) is a subgroup of the group
(G, -, e) having r(a) elements.

5.3.5 Theorem. Given a finite group (G, o,e) with n elements. Then for every a € G we
have
a =e.

Justification. Indeed, since r(a) divides n, we get

a = akr(a) — (ar(a))k — Bk —=e.
u

5.3.6 A Characterization of the Order r(a). The following proposition will help us for
example to find the order of of powers of a given element (see ?7) of a finite group.

Proposition. A number r equals to the order r(a) of a in a finite group (G, -, e) if and only
if the following two conditions are satisfied:

1) a" =e.

2) If a® = e for some natural number s then r divides s.

O
Justification. a) Let us assume that r satisfies the two conditions above. Then clearly, r is
the smallest positive integer for which a” = e; hence r = r(a).

b) Denote the order r(a) by r. We show that r satisfies the two conditions above. The
first condition is obvious. Consider any s for which a® = e. Divide s by r, we get s = qr + z
where the remainder z satisfies 0 < z < r. Then

e=a*=a""" = (a")"-a" =e?-a* = a”.

Since z is strictly smaller than 7, and r is the smallest positive number for which a’ = e, we
get z = 0. And hence 7 divides s. O

5.3.7 Cyclic Group, a Generating Element of a Group. There is a special type of
groups, in fact the “most simple” ones, where the calculation corresponds to the addition in
Z.. More precisely:

Definition. Given a group G = (G, o, e). If there exists an element a € G for which (a) = G
we say that the group is cyclic and that a is a generating element of (G, o, ). (]

Remark. Note that a cyclic group does not need to be finite. Even in an infinite group
(G, 0,€) we can form a subgroup generated by a € G, indeed,

(ay={...,a7 % a " ,a"a',a? ..} ={a'|i € Z}.

If (a) = G then the group is cyclic.
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5.3.8 Examples.
1. (Z,,+,0) (for any natural number n > 1) is a cyclic group with its generating element 1.

2. For every prime number p the group (Zj, -, 1) is a cyclic group. It is not straightforward
to show it. Moreover, to find a generating element is a difficult task for some primes p.

3. The group (Z§,-,1) is not cyclic. We have Z§ = {1,3,5,7} and 3> = 1, 52 = 1 and
77! = 1. So, there is no element with order 4.

4. (Z,+,0) of all integers together with addition is a cyclic group; its generating element
is 1.

5.3.9 Observation. One can reformulate the definition of a finite cyclic group: A finite
group G = (G, o, e) of order n is cyclic if and only if there exists a € G with its order r(a) = n.

5.3.10 Order of a Power of a. If we know the order of an element of « in a finite group
(G, 0,€) then we can determine the order of a® for any i € N, see the following proposition.

Proposition. Let G = (G, o, ¢) be a finite group. Let a € G have order r(a). Then

r(a)

"0 = el (@) )

O
% satisfies the conditions of proposition

Justification. We will show that the number o d?r

5.3.9| and hence it is r(a’).

Denote r = r(a), and d = ged(i, 7). Then we can write ¢ = di’ and r = d7’ where i’ and
r’ are relatively prime. With this notation ﬁ@m equals to r’.

We show the first condition from B.3.6f we have

./ ./

(ai)r — gir :ai'dr' _ (adr')z _ (ar)z — e

The second condition from Assume that (a’)® = a. Then a'® = e. Since r is the order
of a, necessarily r divides ¢ s. Further

is=kr, ie i'ds=kr'd andi's=k7r'.

Numbers ¢/ and 7’ are relatively prime, and 7’ divides i’ s, hence r’ divides s. So 7’ is the
order of a* as required. O

5.3.11 Observation. The proposition above helps to find orders of all elements b belonging
to {(a). Indeed, we know that the subgroup (a) is a cyclic group having a as its generating
element. So we can use the proposition from for every element b € (a). Especially, if we
know a generating element of a cyclic group we can find orders of all elements of the group.

5.3.12 The proposition in[5.3.9can be used to calculate the number of generating elements
in any finite cyclic group. Indeed, if a is a generating element of a finite cyclic group
G = (G,o,e) with n elements, then b = a’ is also a generating element of G if and only
if ged(i,n) = 1; and there are ¢(n) such i’s. Hence we get the following corollary

Corollary. Given a finite cyclic group G = (G,o,¢e) with n elements. Then G has ¢(n)
different generating elements. O
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5.3.13 Subgroups of a Finite Cyclic Group. Subgroups of a finite cyclic group are
easy to describe. The next proposition states that a finite cyclic group with n elements has a
subgroup of order d for any divisor d of n. Notice, that it is not true for a finite group which
is not cyclic.

Proposition. Given a finite cyclic group G = (G,o0,e) with n elements. Then for every
natural number d which divides n there exists a subgroup of G with d elements. 0

Justification. Denote by a one of generati+ng elements of the group G. Then the subgroup
(a*) where k = % had d elements. Indeed, we have

5.3.14 Remark. A finite cyclic group has only subgroups that itself are cyclic.

Justification. Let G = (G, o, €) be a finite cyclic group with a generating element a. Consider
two elements b,c € G; then b = a' and ¢ = o’ for some i,j € {1,2,...,|G|}. Any subgroup
which contains these two elements must contain also all elements of the form a***7¥ where z
and y are any integers. From the Bezout’s Theorem we know that the equation iz + jy = k
has integer solutions if and only if the greatest common divisor of ¢ and j divides k. Therefore
the smallest subgroup containing b = a* and ¢ = a’ is (a?) where d = gcd(i, 5).
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Chapter 6

Structures with Two Binary
Operations

In the last two lectures we investigated groupoids, semigroups, and groups as examples of
a set with one binary operation. Now, we will be interested in structures that consist of a
nonempty set together with two binary operations, as fields, lattices and Boolean algebras.

6.1 Rings and Fields

Consider the set of all real numbers R. On R, two binary operations are defined: addition +
and multiplication -. We know that (R, +,0) is a commutative group, (R, -,1) a commutative
monoid. Moreover, for the operations the distributivity laws hold: For all a,b,c € R it holds
that

alb+c¢)=ab+ac and (b+c)a=ba+ca.

Another example: Consider the set of all square matrices M,, of order n. We can add
two matrices, we can multiply two matrices. In fact, (M,,+,0) (O is the zero matrix) is
a commutative group, (M,,.-, E) (E is the identity matrix) is a monoid. And moreover the
operations + and - satisfy the distributivity laws.

Two examples above do not have the same properties; indeed, (M,,-, E) is not commu-

tative, in (R,-,1) every number = # 0 has its inverse, whereas only regular matrices are
invertible in (M, +, ). The following notions capture such differences.

6.1.1 A (Commutative) Ring with Identity.

Definition. A nonempty set M together with two binary operations + and - is called a ring
with identity if (M,+,0) is a commutative group, (M, -, 1) is a monoid and two distributive
laws hold

a-(b+c)=a-b+a-c and (b+c¢)-a=b-a+c-a

for every a,b,c € M.

If moreover the multiplication - is commutative then the ring is called a commutative ring
with identity. O

Convention. We will denote a ring with identity by (M, +,-), where M # (). Further, we
denote the neutral element of the commutative group (M, +) as 0, and the neutral element
of (M,-) by 1. Moreover, —a is the opposite (inverse) element to a in (M, +,0), and a~! the
inverse of a in (M, -, 1) if it exists.

Remark. Notice, that in any ring with identity we have 0-a = 0 = a -0 and (—a) - b =
a- (—=b) = —ab.
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6.1.2 Examples of Rings.

1. (R,+,-) where R is the set of all real numbers with addition + and multiplication -
forms a commutative ring with identity.

2. (M,,+,-) where M, is the set of all real square matrices of order n, + is the matrix
addition and - is the matrix multiplication forms a ring with identity which is not
commutative (note that multiplication of matrices is not commutative).

3. (Z,+,-) where Z is the set of all integers together with addition and multiplication
forms a commutative ring with identity.

4. (Zy,+,-) where + and - are operations in Z, forms a commutative ring with identity
where the class containing 1 is the identity element. This ring has got n elements.

6.1.3 Zero Divisors. There are rings with identity where we can obtain 0 even if we
multiply two nonzero elements. We give two such examples.

1. Consider the product of the two following nonzero matrices:

2 2\ 1 1 ({00
3 3 -1 -1 ) 0 0)"
2. In (Ze,-,1) we have 2-3 =0 and 2 # 0 # 3.
On the other hand, no product of two nonzero real numbers (or integers) equals 0. This

motivates the following notion.

Definition. An element of a ring (M, +,-) is called a zero divisor if a # 0 and there exists
b # 0 such that a - b = 0. O

If a is a zero divisor in a ring (M, +,-) with identity then a is not invertible in (M, -, 1).
Indeed, if a~! exists then from a - b = 0 we immediately get

b=(at'a)-b=at-(a-b)=a"'-0=0.

So if a is invertible then from a - b = 0 it follows that b = 0.

Let us mention that a ring with identity without zero divisors is called an integral domain.

6.1.4 A Field. A commutative ring with identity where every nonzero element is invertible
(hence, with the similar properties as real numbers) is called a field. More precisely:

Definition. A commutative ring with identity is called a field if every nonzero element of M
is invertible in (M, -, 1), and if 0 # 1. O

Let us note that the condition 0 # 1 only means that every field must have at least two
elements, namely 0 and 1. So we exlude the “trivial” commutative ring having just one
element 0. (In this ring ({0}, +) is the same as ({0},-).)

It is not difficult to see that (Za,+, ) is a field with exactly two elements 0 and 1.

Examples.
a) (R,+,") is a field.
b) (Zy,+,-) where p is a prime number is a field.
c) (Q,+,-) where Q is the set of all rational numbers is a field.
d) (C,+,-) where C is the set of all complex numbers is a field.
e) (M,,+,-), n> 1, is not a field because only regular matrices are invertible.
f) (Z,,+,-) where n is composite number is not a field, indeed, every divisor i # 1 of n

is not invertible.
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6.1.5 Remark. In the course of linear algebra one works with vector spaces, matrices, etc.
Scalars there are taken from the field of real numbers or the field of complex numbers. This
is not necessary; linear algebra can be built over any field (commutative ring with identity
does not suffice). There are only small differences; for example, if we study vector spaces over
a finite field with k£ elements, then any vector space of dimension n has only k" elements.
Similarly, there are only finitely many solutions of a system of linear equtions over a field
with k elements.

We know that (Z,,+, ), p a prime, is an example of a finite field. These are not the only
one examples. It can be shown that for any prime p and integer k > 1 there is a field with
p* elements (which is in some sense unique). Moreover, there are no finite fields with other
number of elements. The construction of fields with p* elements for k > 1 is beyond the scope
of this course.

6.1.6 The Group of Invertible Elements of a Finite Field. Let (F,+,-) be a finite
field. Then we know that F'\ {0} forms a group, the group of invertible elements of (F,-,1).
It can be proved that the group (F*,-, 1) is always cyclic. In other words, it has a generating
element a (here called a primitive element) such that every non-zero element of F' is a power
of a. So once we know the correspondence between non-zero elements and a’, multiplication
and cancellation becomes rather easy. The proof of the following proposition is beyond the
scope of the course.

Theorem. Let (F,+,-) be a finite field. Then the group of invertible elements of the monoid
(F,-,1) is a cyclic group. O

6.2 Boolean Algebras

There is an other type of structures with two binary operations than rings and fields —
lattices and their special case Boolean algebras. First, let us recall some facts known from
the set theory.

Properties of Subsets. Consider a nonempty set U and the set of all its subsets P(U). Let
N denote the intersection of sets, and U the union of sets. Then for every sets A, B,C C U
we have

1. AN(BNC)=(AnB)nC, AU(BUC)=(AUB)UC (associative law).
2. AnNB=BNA, AUB = BUA (commutative law).
3. ANA=A, AUA=A.

4. AN(BUA) =A, AU(BNA)=A.

6.2.1 A Lattice. The example above motivates the notion of a lattice. It will be a
nonempty set together with two operations that will satisfy the above four properties. More
precisely:

Definition. A lattice consists of a nonempty set M together with two binary operations on
M; one is meet A and the other is join V which satisfy the following four conditions

1. AN(BAC)=(AAB)ANC, AV (BVC)=(AV B)VC (associative law).
2. ANB=BAA, AV B= BV A (commutative law).
3. ANA=A, AVA=A

4. AN(BVA) =A, AV (BAA)=A.
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O
Hence, (P(U),N,U) is an example of a lattice.
Lemma. In every lattice we have
aANb=a ifand onlyif aVb=0.
U

Justification. Assume that a Ab = a. Then b = bV (a Ab) (property 4); hence, b =bVa
because a A b = a.

Similarly, assume that a Vb =b. Then a = a A (bVa) = a A (aVb) = aAb because
aVb=b. O

6.2.2 Partial Order on a Lattice. On P(U) we have not only two operations (union and
intersection) but we have a partial order C at the same time (for the definition of a partial
order see . The following proposition states that in any lattice we can define a partial
order, so any lattice is a poset. (Note that the opposite implication does not hold, there are
posets which are not lattices.)

Proposition. Given a lattice (M, A, V). Define a relation C on M by:
aCb ifand only if aAb=a (iff a Vb =0).

Then the relation C on a lattice (M, A, V) is reflexive, antisymmetric, and transitive; i.e. it
is a partial order on M (and (M,LC) is a poset). O

Justification. Let (M, A, V) be a lattice. Because for every element a € M we have a Aa = a,
it holds that a C a. In other words, the relation C is reflexive.

Assume that for some a,b € M it holds that a C b and b C a. Then the first fact means
that a Ab = a and the second one bAa = b. Since a Ab=0bAa, we get a = b, and the relation
is antisymmetric.

Assume that for some a,b,¢c € M it holds that a £ b and b C ¢. Then a Ab = a and
bAc=b. Hence
ahc=(aAb)Ac=aA(bAc)=aAnb=a.

Therefore a C ¢ and the relation is transitive. [l

For the lattice (P(U),N,U) the partial order C is the relation “to be a subset”, i.e. AC B
if and only if A C B.

6.2.3 Remark. The operations A and V are sometimes called an infimum and a supremum.
This is because in the poset (M,C) the element a A b is the greatest lower bound and a V b
is the smallest upper bound of the set {a,b}.

6.2.4 The Smallest Element 0, and the Greatest Element 1.
Definition. Given a lattice (M, A, V). An element 0 for which

ONa=0, OVa=a foreveryac M.

is called the smallest element of (M, A, V).
An element 1 for which

1ANa=a, 1Va=1 foreveryaée M.

is called the greatest element of (M, A, V). O

Note that for 0 and any a € M we have 0 C a for every a € M; analogously, a C 1 for
every a € M. Therefore, 0 is really the smallest element and 1 the greatest element of the
poset (M,C).
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6.2.5 Distributive Lattices. In (P(U),N,U) there are other laws that hold, two distribu-
tive laws are among them. On the other hand there are lattices where distributivity laws do
not hold.

Definition. A lattice (M, A, V) is called a distributive lattice if it satisfies the distributive
laws: For every elements a,b,c € M it holds that

aN(bVe)=(aAb)V(anc), aV(bAc)=(aVb)A(aVc).

O

It can be shown that if one of the distributivity laws holds so does the other one.

Indeed, let us show e.g. that a A (bV¢c) = (a Ab)V (aAc) for every a,b,c € M implies
aAN(®BVe)=(aAd)V(aAc).

Let us calculate:
(aVb)A(aVe)=((aVbd)ANa)V ((aVb)Ac).
we used the first distributivity law for (a V b), a, and c¢. Further,
((avb)Ana)V((avb)Ac)=aV ((aVd)Ac)=aV (cA(aVDd)).
We used the absorption law 4, and commutativity. Now, the first distributivity law yields
aV(cA(aVvbd)=aV(cha)V(cAb))=(aV(cNha))V(cAb)=aV (bAc).

as required.

Moreover, it is not difficult to see that in any lattice we have

(anb)V(aAc)Tan(bVe), aV(bAec)T(aVd)A(aVe).

6.2.6 Complements in Distributive Lattices. Another notion known from sets is a
complement of a set A, i.e. the set of all those elements which do not belong to A.

Definition. Given a distributive lattice (M, A, V) with the smallest element 0 and the
greatest element 1. We say that an element b is a complement of a, if

aANb=0, and aVb=1. (6.1)
The complement of a is denoted by @. (I

The notation from the above definition is justified by the following proposition.
Proposition. Let (M, A, V) be a distributive lattice. Then if for a,b,c € M we have

aVb=aVe and aANb=aAc

then b = c.
Specially, if @ has a complement, then the complement is unique. Il

Justification. Assume that a Vb =aV cand a Ab=aAc. Let us compute
b=0bVa)Ab=(aVI)Ab=(aVc)ANb=(aNb)V(cAb)=(aNc)V (cAD)=
=(cha)V(cAb)=cV(aAb)=cV(aAc)=c,
as stated. (]

Remark. Let us mention that a complement can be defined also in lattices that are not
distributive; only one element can have more that one complement in lattices that are not
distributive.
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6.2.7 Boolean Algebras. Definition. A Boolean algebra is a distributive lattice with the
smallest element 0 and the greatest element 1 in which every element has its complement. [

Proposition. Let (B, A,V) be a Boolean algebra with the smallest element 0, the greatest
element 1, and the complement . Then for every elements a, b, c € B it holds that

1,1
a

o\
||

Sio
>
Sl

1. =
2. Vb,aV
3.

I >

b
a.

QH Q

Justification. 1. follows from the fact that 0AN1=0and 0V 1 =1.
2. It is an easy calculation. We show the first identity. We have

(anb)A@Vvb)=((aAb)Aa)V ((aAb)Ab)=(0Ab)V (aA0)=D0.

We used distributivity, associativity, commutativity and the fact that a Aa@ = 0.
Similarly,

(anb)V(@vb)=(av(@vb)AdVv(@vb)=1VbA(lva) =1.

We used distributivity, associativity, commutativity and the fact that a Va = 1.

3. Indeed, a is the element for whichaVvVa=0andaAa=1. O
Remark. We know that P(U) with the operations N and U, where 0 = ), 1 = U and
A={x e Ul|xz ¢ A} forms a Boolean algebra. There are other Boolean algebras. We will
end this chapter with description of all finite Boolean algebras. The one used mostly is the
smallest one (and sometimes called “the Boolean algebra”).

6.2.8 Boolean algebra Bs. The smallest Boolean algebra has 2 elements, 0 and 1 and
operations are defined by:

Let By = {0,1}. Define

1. A is the logical product, i.e. ¢ A j = min{s, j},

2. V is the logical addition, i.e. i V j = max{i,j},

3.0=0,1=1, and

4.0=1,1=0.

It is straightforward to verify all the properties that a Boolean algebra has.

6.2.9 Finite Boolean Algebras. For any n = 2 there is a Boolean algebra with n
elements. It is the following one:

Denote by B,, the set of all k-tuples of 0 and 1, i.e.
Bn = {(a’la az, ..., ak) | a; € {0, 1}}

Define
1. (al,ag,...7ak)/\(bl,bg,...,bk) (al/\bl,ag/\bg,...,ak/\bk),
2. (al,ag,...,ak)\/(bl,bg,...,b ) (al\/bl,ag\/bg,...,ak\/bk),
3.0=(0,0,...,0), 1=(L,1,....1),
4. (a1,az,...,a;) = (a7,az,...,ax).

Then B together with the above operations forms a Boolean algebra with n = 2* elements.

Notice that B, can be viewed as the set of characteristic functions of subsets of U =
{1,2,...,k}. On the other hand, you can look at B, as a cartesian product of k copies
of By where operations are coordinatewise.

It can be proved that the Boolean algebras above are unique up to renaming elements (i.e.
up to an isomorphism) and that there are no other finite Boolean algebras.
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Chapter 7

Graphs

7.1 Directed and Undirected Graphs

Theory of graphs is a modern branch of mathematics. The first problem which is believed
to lie in the foundation of it is the problem of seven bridges in Kénigsberg in Prussia (now
Kaliningrad in Russia) over the river Pregel. There are two islands in the city. One island is
connected by two bridges with each riverside, and by one bridge to the other island, moreover
there is one bridge from the second island to each riverside. The problem was to find a walk
through the city that would cross each bridge exactly once, and “swimming is forbidden”,
which means that once an island / a riverside is reached the walk must continue from the
island / riverside.

In 1736 Leonard Euler proved that such a walk does not exist. He described the above
situation by four points (vertices) representing two islands and two riversides, connected by
seven lines (edges) representing bridges. We will learn more about his argument in the section
Euler graphs|7.7]

Let us start with the notion of a directed graph even though the above problem led to an
undirected one.

7.1.1 Directed Graphs. Roughly speaking, a directed graph consists of points called
vertices, lines that go from one vertex to other vertex called edges. Because there may be
more than one edge from A to B, in a general graph we distinguish between a name of an
edge and the order pair A and B. More precisely:

Definition. A directed graph is a triple G = (V| E,e) where V is a nonempty finite set of
vertices (also called nodes), F is a finite set of names of directed edges (also called arrows), and
€ is an incidence relation which assigns to any edge e € E an ordered pair (u,v) of vertices
u,v € V. (I

Further notions for directed graphs. Let e(e) = (u,v). Then u is called the initial vertex
of e, denoted by IV (e), and v the terminal vertex of e, denoted by TV (e). We also say that
vertices u,v are end vertices of e, or that e is incident to u,v.

If u = v we call the edge e a directed loop.

If for two edges e; and ey we have e(e1) = £(ea), the edges e; and ey are called parallel. O

7.1.2 Undirected Graphs. Roughly speaking, undirected graphs are graphs in which
any edge “can be used in both directions” or “where the direction is not important”. More
precisely:

Definition. An undirected graph is a triple G = (V, E,¢) where V is a nonempty finite set
of wvertices (also called nodes), E is a finite set of names of edges, and ¢ an incidence relation
which assigns to any edge e € E a set {u,v} where u,v € V. O
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Further notions for undirected graphs. Let ¢(e) = {u,v}. Then u and v are called end
vertices of e.

If uw = v then we call the edge e an undirected loop.

If for two edges e; and ey we have e(e1) = e(es), the edges e; and eq are called parallel
edges.

If e(e) = {u,v} we say that vertices u, v are incident to the edge e and that the edge e is
incident to vertices u,v.

7.1.3 Simple Graphs.

Definition. A graph (directed or undirected) is called simple if it does not contain parallel
edges. O

Remark. In a simple graph the incidence relation is not necessary. Indeed, assume that G
is a simple directed graph. Then any edge can be named by the ordered pair (IV (e), TV (e))
of its initial vertex IV (e) and terminal vertex TV (e). Therefore, in a simple directed graph
the set of edges E will be a subset of V' x V. Similarly, if G is undirected graph, then for
each {u,v}, u,v € V there is at most one edge with £(e) = {u,v}. Hence {u,v} can serve as
the name of e. Here, E C {{u,v}|u,v € V}.

In the following text, a simple graph (directed or undirected) will be denoted by G =
(V. ).

We will denote the set of vertices of a graph G by V(G) and the set of edges by E(G). If
there is no fear of misunderstanding, we will write only V for the set of vertices, and F for
the set of edges.

7.1.4 Vertex Degrees. Roughly speaking, degree of a vertex is the number of edges that
end or start in a given vertex. In directed graphs it will be useful to distinguish between the
number of edges that start in v (out degree) and the number of edges that terminate in v (in
degree).

Definition. Given a directed graph G = (V, E,¢). The in-degree of a vertex v, denoted by
d~(v), equals to the number of edges for which v is the terminal vertex; i.e.

d~(v) =|{e € E;TV(e) = v}|.

The out-degree of a vertex v, denoted by d™ (v), equals to the number of edges for which v is
its initial vertex; i.e.

dt(v) =|{e € E;IV(e) = v}|.
The degree of a vertex v, denoted by d(v), is
d(v) =d(v) +d"(v),
(i.e. it is the number of edges that are incident to v). O

Notice that any loop is calculated twice; indeed, once for the in-degree, once for the
out-degree of v.

Definition. Given an undirected graph G = (V, E,¢). The degree of a vertex v, denoted by
d(v), equals to the number of edges for which v is their end vertex where a loop is calculated
twice. (]

Notice that if we ”forget” direction in a directed graph G and obtain an undirected graph
G’, then for every vertex v we have dg(v) = dg(v), i.e. the degrees are the same. Indeed,
this is due to the fact that each loop is calculated twice even in an undirected graph.
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7.1.5 One of the easy but extremely useful facts about degrees in a graph is the following
proposition. (In the English literature, it is also called Handshaking lemma.)

Proposition. For every graph G (directed or undirected) we have

Y dw) =2|E|,
veV
where |F| is the number of edges in G. O

Justification. Let e be an edge of a graph G. Then e adds 2 to the sum of all degrees; indeed,
if e is a loop then it is calculated twice by definition, if e is not a loop then it has two end
vertices. Therefore, the sum of all degrees is twice the number of edges. O

Since by the proposition above, the sum of all degrees is an even number, we get the next
corollary.

Corollary. Every graph has an even number of vertices with odd degree. (I

7.1.6 Walks in a Graph. In many problems using graphs, “walking” through vertices
and edges is the main goal. We start with the most general notion, the one that only requires
that a next edge starts in the vertex where the previous edge terminates. In directed graphs
we distinguish between directed and undirected walks. The difference is, roughly speaking,
that in directed walks we must go from the initial vertex of an edge to its terminal vertex (so
in the direction of the edge). In an undirected walk, we can go even against the direction of
the edge, i.e. from the terminal vertex to the initial vertex of an edge.

Definition. Given a directed graph G. A directed walk in G is a sequence of vertices and
edges

V1,€1,02,€2,...,Vk—1,€k—1,Vk
such that for every ¢ = 1,2,...,k — 1 it holds that v; = IV (e;) and v;41 = TV (e;).

An undirected walk in a directed or undirected graph G is a sequence of vertices and edges
U1,€1,V2,€2,...,Vk-1,€k—1,Vk

such that for every i =1,2,...,k — 1 vertices v; and v;41 are end vertices of e;.
Given a directed (or undirected) walk. We say that vy is the initial verter of the walk,

and vy is the terminal vertex of the walk. Also we say that the walk goes from vy to vy. O

Remark: We define an undirected walk also in an undirected graph because the definition
is the same. Note that the notion of a directed walk in undirected graphs is meaningless.

7.1.7 A Trivial Walk. A walk is defined as a sequence of vertices and edges with some
additional properties. The sequence may contain only one vertex and no edge. In that case
it is called trivial.

Definition. A trivial walk is a walk that contains only one vertex and no edge. O

We consider it as a directed and also an undirected walk.

7.1.8 Closed Walks. Roughly speaking, a walk (directed or undirected) is closed if the
initial vertex of it equals the terminal one and the walk contains at least one edge.

Definition. A directed (an undirected) walk is called closed if k > 1 and vy = vj. Otherwise
it is called an open walk. ([

Hence, a trivial walk is not closed; indeed, k = 1.
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7.1.9 Trails and Paths, Cycles and Circuits. In we defined the notion of a walk.
There are special types of walks that play an important role in applications. These are trials
and their special cases paths.

Definition. A directed (an undirected) walk vy, e1,...,ex—1, vk is called a directed trail (an
undirected trail) if it contains every edges at most once. In other words, for i # j it holds
that e; # e;.

A directed (or an undirected) trail vy, eq,...,ex—1,vx is called a directed path (an undi-
rected path) if it contains every vertex at most once with the exception that v; may be the
same as vUg.

A cycle is a closed directed path, i.e. a directed path with v; = vg, k > 1.

A circuit is a closed undirected path, i.e. i.e. an undirected path with v; = v, £ > 1. O

7.1.10 Remarks. A cycle (a circuit) can also be defined as an open directed (undirected)
path together with one edge from the terminal vertex to the initial vertex (between initial
and terminal vertices) of the path.

Every path is a trail, and every trail is a walk; the opposite does not hold. Also every
cycle is a circuit, but not every circuit in a directed graph is a cycle.

Notice, that a trivial walk is a trail and a path, but it is neither a circuit nor a cycle.

7.1.11 Reachability.

Definition. Given a directed or undirected graph G = (V, E,e). We say that a vertex v is
reachable from a vertex w if there exists an undirected path from w to v. O

Remarks. 1. In the definition above we could require the existence of a walk from w to v
and we would get the same notion. Indeed, any path is a walk; on the other hand, any walk
from w to v contains a path form w to v:

Assume that P = vy,e1,v2,...,Vk—1,€x—1, Uk is & walk which is not a path. Let v; = v;
for i < j. Then

P1 =V1,€1,...,V4,€5,...Vk

is a walk from vy to v which is shorter. (Roughly speaking, we cut off one closed walk of P.)
If P, is a path, we are done. If not, we again find r # s such that v,, = vs and we omit the
walk from v, to vs. Since any walk cannot have less than 0 edges, the procedure must end,
and we are left with a path from v; to vg.

2. The relation of reachability is reflexive; indeed, v is reachable from itself by the trivial
path v.

3. The relation of reachability is symmetric; it means that if v is reachable from w then
so is w from v. The reason is that any path from w to v can be viewed as a path from v to
w. Indeed, if w,eq,...,ex_1,v is an undirected path, then so is v,ex_1,...,e1,w.

4. Note that the relation of reachability is transitive; it means if v is reachable form w
and u is reachable from v, then w is reachable from w. If we join a path from w to v and a
path from v to u, we get a walk from w to u. And the walk contains a path with the same
initial and terminal vertices.

7.1.12 Connected Graphs.

Definition. A graph G (directed or undirected) is called connected if for every two vertices
u, v of G there exists an undirected path form u to v (i.e. every vertex is reachable from any
vertex).

If a graph is not connected then it is called disconnected. O
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7.2 'Trees

Trees form a class of undirected (or directed) graphs that one will come across in many
applications, not only in computer science but also in many engineering applications. Even
in this course we have spoken about syntactic trees for propositional or predicate formulas.

7.2.1 Definition. A graph G (directed or undirected) is called a tree if it is connected and
it does not contain a circuit. O

7.2.2 Trees satisfy an interesting property — every tree with n vertices has n — 1 edges.
To show this we need the following lemma.

Lemma. Let G be a tree with at least two vertices. Then G contains at least one vertex
with degree 1. ([

Justification: We proceed by contradiction: Assume that G does not have a vertex v with
d(v) =1, so d(u) > 2 for any vertex u. Let us from a walk as follows:

Start in any vertex and denote it by vy. Since d(vq) > 2, there is an edge, say e1, incident
with v;. Denote by vg its second end vertex. Necessarily vs # v1. Indeed, otherwise e; is a
loop and every loop is a circuit. Since d(vy) > 2 there is an edge eq, e5 # €1, incident with vs.
Denote by vs the other end vertex of e5. Since G does not contain a circuit, vs is a new vertex

of degree at least 2, so we continue. In that way we obtain a path vy, e1,va,...,e,_1,v, where
n is the number of vertices. But d(v,) > 2, hence there exists an edge different form e,,_1,
say ey, incident to v,. The other end vertex of e, must be one of vy, vs,...,v, (indeed, we
do not have any other vertex), therefore e, closes a circuit — a contradiction with the fact
that G is without circuits. O
7.2.3 Theorem. Every tree with n vertices has precisely n — 1 edges. O

Justification: We proceed by mathematical induction:

Basic step. If n = 1 there is only one tree — a vertex with no edge. If n = 2 there is again
only one tree — two vertices joint by one edge. Hence for n = 1 or n = 2 the assertion is true.

Inductive step. Assume that every tree with n vertices has n — 1 edges. Consider any
tree G with n + 1 vertices. From the lemma above, we know that G contains a vertex v with
da(v) = 1. Let us remove v and the one edge incident to v from the graph G. We obtain
a graph G’ which is connected and has no circuit, so G’ is a tree with n vertices. By the
induction assumption, G’ has n — 1 edges, hence G has n — 1 +1 = n edges. The proof is
complete. (I

7.2.4 Proposition. Every tree with at least two vertices contains at least two vertices of
degree 1. 0

Justification. There are two different (and easy) proofs.

1. We know that > .y d(v) = 2|E| (see [7.1.5), and hence ) _, d(v) = 2(n — 1),
where n > 2 is the number of vertices. If there was only one vertex v with d(v) = 1, then

> wev d(v) > 1+2(n — 1); a contradiction.

2. There is also a direct proof which does not use Consider a maximal path
in the tree G, i.e. a path that is not contained in any longer path. Denote the path by
P =wuj,e1,...,ep_1,u;. Then d(u;) =1 = d(ug). Indeed, if d(ui) > 2 then either the path
P is not maximal, or there is a circuit containing w;. Similarly for uy. (|

7.2.5 Several Characterizations of Trees. The following theorem gives two other
characterizations of trees.

Theorem. Given a graph G. Then the following are equivalent:

1. G is a tree.
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2. G contains no circuit and if we add any new edge (the set of vertices remains the same),
then we close just one circuit.
3. G is connected and removing any edge disconnects G.

O
Justification. 1. implies 2. Assume that G is a tree. Then from the definition, G does not
contain a circuit. Assume that we add a new edge e between u and v. Since G is connected,
there exists a path P from u to v. Now, the path P together with e (e does not belong to P)
forms a circuit. Hence e has closed a circuit.
Assume that e has closed two circuits, say Cy and Cs. Then there are two distinct paths
P, and P, from u to v. If we join P; and P, we get a new circuit in this case belonging to G
— a contradiction with the fact that G does not have a circuit.

2. implies 3. Assume that G contains no circuit and adding any new edge closes just one
circuit. Then G is connected; indeed, assume that there was no path between u and v; in this
case, adding a new edge with end vertices u and v does not close a circuit.

Let us remove an edge e with end vertices  and y. If G stays connected then there is
a path P in G from x to y which does not contain e. Hence, P together with e forms a
circuit — a contradiction with the fact that G does not contain a circuit. So removing any
edge disconnects the graph G.

3. implies 1. Assume that G is connected and removing any of its edges disconnects it.
We have to show that G is a tree, i.e. it is connected and does not contain a circuit. Assume
for contrary that G contained a circuit. Take any edge e from the circuit (it must exist since
any circuit contains at least one edge). Then removing e from G does not disconnect it — a
contradiction. (]

7.2.6 Remarks. Given any connected graph G. If we add one edge (without adding a
new vertex) to the set of edges of G, then the new graph remains connected.

If a graph G contains no circuit and we remove one edge, then the new graph will also
contain no circuit.

A tree is a graph tha t has the smallest number of edges to be connected and the biggest
number of edges to be without circuits.

7.2.7 Subgraphs. Roughly speaking, a subgraph of a given graph is obtained by: forget-
ting some (maybe none) vertices, forgetting some (maybe none, maybe all) edges, but if an
edge is in the subgraph then also both its end vertices are in the subgraph. More precisely:

Definition. Given a graph G = (V, E,¢). A subgraph of G is a triple G’ = (V' E’,¢’) where

e V' CV,
e £/ CFE, and
e ¢’ is the restriction of € on the set E'.

We distinguish two special types of subgraphs:

Definition. Given a graph G = (V, E,¢).

e A factor is a subgraph where V' = V| i.e. it contains all vertices of G.
e Let A C V. The subgraph induced by A is the subgraph with V' = A and e € E” if and
only if e € E(G) and the end vertices of e belong to A.

O

Notice, that the subgraph induced by A is the "maximum” subgraph with the set of
vertices A.
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7.2.8 Components of Connectivity. Since not every graph is connected, it is useful to
“divide” the set of vertices into parts that are connected. Roughly speaking, a component of
connectivity is a maximal part of the graph “which is connected”. More precisely:

Definition. Given a graph G (directed or undirected). A component of connectivity
(sometimes also called a component of weak connectivity) is a maximal subset A of V(G)
such that the subgraph induced by A is connected. O

By a maximal subset we mean that the subgraph induced by A is connected but for every
v € V(G), v € A, the subgraph induced by A U {v} is not connected.

Remarks.
1. We can define the components of connectivity also in a different way. Given a graph
G with the set of vertices V. Define a relation R on V' to be the reachability relation, i.e. by

u Rv if and only if v is reachable from wu.

We know from [7.1.11|that R is an equivalence relation on V. Components of connectivity are
now the classes of the equivalence R.

2. A graph is connected if and only if it has only one component of connectivity.

7.3 Spanning trees

We know that trees are connected graphs with the minimal number of edges. Hence trees
become very useful in applications where our goal is to connect some places using the least
number of connections. Let us form an undirected graph as follows: Vertices are places, edges
are connections between them. Now, we are looking for a subgraph which is a factor (we need
to connect all places), and which is a tree — but at the same time a factor of the given graph
— such subgraphs will be called a spanning tree.

7.3.1 Definition. Given a connected graph G. A factor of G which is a tree is called a
spanning tree of G. (]

The following proposition characterizes graphs that have a spanning tree.
Proposition. A graph G has a spanning tree if and only it it is connected.

Justification. If a graph has a spanning tree it must be connected because a spanning tree is
a connected graph.

Assume that G is connected. If G does not have a circuit then it is itself a tree, so it is
its (only) spanning tree. Assume that G has a circuit, say C. Let us remove one edge of C'
from G. We obtain a subgraph of G, say G1 which is connected (we removed an edge from a
circuit). Therefore if G; does not have a circuit, then it is a tree and also a spanning tree of
G. If G; contains a circuit we proceed in a similar way: we remove one edge of an existing
circuit. After removing a finite number of edges (in fact |E| — (|V]| — 1)) we get a connected
graph with |V| — 1 edges, and it has to be a tree. So it is a spanning tree of G.

7.3.2 A Minimal Spanning Tree. In some applications, we know the price of an edge
(e.g. the price which has to be paid for construction of a given connection). In this case we
are not interested in an arbitrary spanning tree but in a spanning tree that has the least sum
of prices of chosen edges. And this is, roughly speaking, a minimal spanning tree.

Definition. Given a connected graph G together with a mapping ¢ which assigns to every
e € E(G) a number c(e).

A minimal spanning tree of G = (V, E) is a spanning tree K = (V, L) such that ) ., c(e)
is the smallest one (among all spanning trees of G). O
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Let us mention that the number ¢(e) is often called the weight of e or the price of e. Also,
a graph G together with a mapping c¢: E(G) — R is called a weighted graph. We will denote
a weighted graph by (G, ¢).

Proposition. Any connected weighted graph (G, c) has a minimal spanning tree (which is
not necessary unique). O

Justification. We already know that any connected graph has a spanning tree. On the other
hand, there are only finitely many spanning trees (as n — 1 element subsets of a finite set of
edges). So there must be a spanning tree with the least possible weight. O

A minimal spanning tree does not need to be unique; indeed, take any connected graph G
with n vertices and n edges (n > 2), and define ¢(e) = 1 for every edge e. Then any spanning
tree of G is a minimal one, and there are at least two spanning trees. (Note that a graph
with n vertices and n edges cannot be a tree itself.)

7.3.3 An Algorithm for Finding a Minimal Spanning Tree. There are several
algorithms that find a minimal spanning tree for a given connected weighted graph (G, ¢). We
will show only one of them, the Kruskal’s algorithm. It is an examples of so called “greedy
algorithms”, in other words, algorithms that in each step choose the most “promising” edge.

Kruskal’s Algorithm for Finding a Minimal Spanning Tree.

Input: A connected graph G with the weight function c.
Output: A minimal spanning tree of G represented by its set of edges L.

1. Sort edges by their weights into non decreasing sequence, i.e.
cler) < clea) < ... < clem).
Put L := 0.

2. Go through edges in the given order. Insert e; into L if and only if it does not close a
circuit in L. If e; closes a circuit, skip e; and continue with e;11.

3. If L has n — 1 edges (n is the number of vertices of G) end the algorithm, (V) L) is a
minimal spanning tree.

O

Remarks.
1. If the input is a disconnected graph then the above algorithm will end with |L| < |[V|-1
edges. So we do not need to check beforehand whether a given graph is connected.

2. If several edges have the same weight then the ordering in the first step of the algorithm
“determines” the minimal spanning tree which the algorithm finds.

7.3.4 Example. Given an undirected graph G = (V,E) with V = {1,...,7} by the
following matrix of weights (it means, at the position (4, j) we have either ¢({7, j}) if {i,j} € E,
or 7" if {i,j} ¢ E). Find a minimal spanning tree in (G, ¢) using the Kruskal’s algorithm

-6 9 - - 9
6 - 2 1 3 - -
9 2 - 1 - — 15
-1 1 — 10 13 3
-3 - 10 - 10 1
- - — 13 10 15
9 - 15 3 1 16 -
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Solution. First we sort the edges (we state the weight of an edge in the brackets)
€1 = {274}(1)762 = {374}(1)763 = {5’ 7}(1)’64 = {253}(2)a85 = {275}(3)766 = {477}(3)7
€7 = {1,2}(6),68 = {1,3}(9),69 = {1,7}(9)7610 = {4,5}(10),611 = {5,6}(10),612 = {4,6}(13),

€13 = {3, 7}(15), €14 = {6, 7}(15)
Put L = 0.

Now we will go through edges in the given order and include e; into L if and only if it
does not close a circuit.

e1 does not close a circuit, hence L := {{2,4}}.

ez does not close a circuit, hence L := {{2,4}, {3,4}}.

es does not close a circuit, hence L := {{2,4},{3,4},{5,7}}.

e4 closes a circuit formed by e, es and e4, hence L is the same as in 3.

es does not close a circuit, hence L := {{2,4},{3,4},{5,7},{2,5}}.

eg closes a circuit formed by eq,e5, e3 and eg, hence L is the same as in 5.
e7 does not close a circuit, hence L := {{2,4}, {3,4},{5,7},{2,5},{1,2}}.
eg closes a circuit formed by eq, e, ey and eg, hence L is the same as in 7.
eg closes a circuit formed by es, e5, e; and eg, hence L is the same as in 7.
e1o closes a circuit formed by e, e5 and ey, hence L is the same as in 7.
e11 does not close a circuit, hence L := {{2,4},{3,4},{5,7},{2,5}, {1, 2}, {5,6}}.

_
AN A B i

—_

Since L contains 7 — 1 = 6 edges, therefore

L ={{2,4},{3,4},{5,7},{2,5}, {1,2},{5,6}}

is the set of edges of a minimal spanning tree of G. The weight (price) of L is

(L) =1+14+1+3+6+10=22.

7.4 Directed Trees

In this section we will introduce the notion of a rooted tree — a directed tree that contains a
vertex r from which any other vertex is reachable by a directed path.

7.4.1 A Root.

Definition. Given a directed graph G = (V, E,¢). We say that a vertex r € V' is a root of G
if there exists a directed path from r to any vertex of G. O

Note that in the definition of a root we can require existence of a directed walk instead of
a directed path. Let us also note that a directed graph can have more than one root; indeed,
in a cycle every vertex is a root. There are also directed graphs that do not have a root —
find an example.

7.4.2 A Rooted Tree. A directed graph with a root which, at the same time, is a tree
plays an important role in applications. For example, data structures based on rooted trees
are widely used in computer science.

Definition. A directed graph which is a tree and contains a root is called a rooted tree. [

Since every graph with a root is connected (the opposite does not hold), we could define
a rooted tree as a directed graph with a root that does not contain a circuit.
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7.4.3 Proposition. Every rooted tree contains precisely one root. O

Justification. Assume, in contrary, that a rooted tree has roots ry and ro, 7y # r2. Then
there exists a directed path P; from 7 to o (indeed, 71 is a root), as well as a directed path
Py from ro to r1 (indeed, 79 is a root). Moreover, P; together with P, form a closed walk,
and every closed walk contains at least one circuit. And this contradicts the fact that a tree
does not contain a circuit. O

7.4.4 Remark. Given a rooted tree G = (V, E) with its root 7. Then for every vertex
v € V there is a unique directed path from r to v. Indeed, there is a directed path form r to
v by definition, and if there are two different directed paths then there is a closed undirected
walk that always contains a circuit, which contradicts the fact that G is without circuits.

7.4.5 Successor, Predecessor, Leaf. We can distinguish different ”types” of vertices in
a rooted tree.

Definition. Let G = (V, E) be a rooted tree. If (u,v) is an edge of G then w is called
predecessor of v, and v is called a successor of u. A vertex which does not have a successor
is called a leaf. O

Note that any leaf must have in-degree 1 and out-degree 0, so d(v) = 1 for any leaf. The
other implication does not hold. A root of a tree may also have degree 1; but in this case it
is the out-degree.

7.4.6 Levels, the Hight of a Rooted Tree. Vertices of a rooted tree can be divided
into so called levels according to the number of edges that the only directed path from the
root to the vertex has.

Definition. Given a rooted tree G = (V, E) with the root r. A vertex v € V' belongs to k-th
level if the unique directed path from r to v contains precisely k£ edges.

The hight of a directed tree is the biggest k such that there is a vertex in k-th level. [
Remarks. 1. The hight of a rooted tree is, in fact, the number of edges in the longest
directed path from r (to a leaf).

2. Notice that the root itself forms the 0-th level. Indeed, the only directed path from r
to r is the trivial path containing 0 edges.

7.4.7 A Subtree Determined by a Vertex.
Definition. Given a rooted tree G. A subtree generated by a vertex v is the subgraph of G
induced by the set of all vertices directly reachable from v. O

Remark. It is easy to see that a subtree generated by v is again a rooted tree, its root is v.

7.4.8 Binary Rooted Trees. Rooted trees where each vertex has at most two successors
play an important role in data structures.

Definition. A rooted tree is called a binary rooted tree if every vertex has at most two
SUCCESSOrS.

In binary rooted trees we speak about the right successor and the left successor of a vertex
v. A right subtree, a left subtree, of v is the subtree generated by the right successor, or the
left successor of v, respectively. O

An example of a binary rooted tree is a data structure called a heap. It is a basis of the
heap sort, one of the fast sorting algorithms.

7.5 Acyclic Graphs

Trees are connected graphs without circuits. Acyclic graphs are directed graphs that do not
contain a cycle. Unlike trees, acyclic graphs do not need to be connected.
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7.5.1 Definition. A directed graph is called acyclic if it does not contain a cycle. O

We will give another characterization of acyclic graphs; acyclic graphs are those directed
graphs that admit a topological sort of vertices or/and a topological sort of edges.

7.5.2 Topological Sort of Vertices.

Definition. Given a directed graph G = (V, E,¢) with n vertices. A sequence of vertices
V1,V2,...,Un

is called a topological sort, also topological ordering, if the following holds: for every edge e
with initial vertex v; and terminal vertex v; it necessarily holds that i < j. O

Informally, edges go from a vertex with a smaller index to a vertex with a bigger index.

7.5.3 Topological Sort of Edges.
Definition. Given a directed graph G = (V, E, ¢) with m edges. A sequence of edges

€1,€62,...,6m

is called a topological sort, also topological ordering, if for every two edges e;, e; for which the
terminal vertex of e; is the initial vertex of e; it necessarily holds that ¢ < j. |

7.5.4 Proposition. In every acyclic graph there exists at least one vertex with in-degree 0.
O

Justification. We proceed by contradiction. Assume that every vertex of a graph G has its
in-degree at least 1. Choose any vertex v, and denote it by v;. Since d~(v1) > 1, there is
an edge e; with TV (e;) = v;. Denote by va the vertex IV (e;). We have va # v1; indeed,
otherwise e; is a cycle. Since d™(v2) > 1, there is an edge e with TV (e2) = vo. Denote vs
the initial vertex of e5. Then vs is a new vertex; indeed, if v3 = v or v3 = v5 then G contains
a cycle. Again, d~(v3) > 1, hence there is eg such that TV (e3) = vs, and vq4 = IV (e3) must
be a new vertex, otherwise G contains a cycle.

In such a way, we get a directed path v,,en,_1,Vn_1,€n_2,...,v2,€1,v1 containing all
vertices of G. But d~ (vy,) > 1, so there must be an edge e,, with TV (e,,) = v,,. On the other
hand, IV (e,) must be among vertices vy,...,v, (indeed, we do not have more vertices);
therefore G contains a cycle — a contradiction.

7.5.5 Theorem. Given a directed graph GG. Then the following conditions are equivalent:

1. G is an acyclic graph;
2. G has a topological sort of vertices;
3. G has a topological sort of edges.

Justification. First, we show that 2 implies 3. Assume that vy, vs,...,v, is a topological sort
of vertices of G. We list at first all edges with the initial vertex v;, then all edges with the
initial vertex vs, etc. and finally all edges with the initial vertex v,. This sequence contains
all edges, indeed, every edge has its initial vertex, hence was listed. The fact that it is a
topological sort of edges of G is evident.

3 implies 2: Let ey, eq, ..., e, be a topological sort of edges of G. We go through edges in
this order and we list the initial vertex of the edge if it has not been listed before. In this way

we get a sequence v1,vs, ..., v of (not all) vertices of G. We add, in an arbitrary order, the
remaining vertices. The sequence vq,vs, ..., V%, Vgt1,- .., Uy is a topological sort of vertices
of G.

It is easy to notice that if a graph G is not acyclic then it does not have a topological
sort of vertices; indeed, a cycle cannot be topologically ordered. The fact that any acyclic
graph has a topological sort of vertices will be shown by an algorithm bellow that constructs
a topological sort of vertices.
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7.5.6 An Algorithm for Topological Sort. The algorithm is based on the proposition
7.5.4] First, we find all vertices with in-degree 0, since any such vertex v can be the first
vertex of a topological sort of vertices. Then we remove all edges e with the initial vertex v.
This will be done by decreasing the in-degree of TV (e) by 1. If the new in-degree of TV (e)
becomes 0, then TV (e) may be inserted in the topological sort of G. The set M will always
contain all vertices with the actual in-degree 0; i.e. vertices that can be listed in a topological
sort of G.

More precisely:

An Algorithm for Finding a Topological Sort of Vertices.

Input: An acyclic graph G.
Output: A topological sort of vertices of G.

1) For each vertex v we calculate its in-degree d~ (v).

2) The set M contains all vertices with in-degree 0.
We put ¢ := 1.

3) While M # @ we do

3a) We choose a vertex v from M and delete it from M.
We put v; :==v,7: =i+ 1.
3b) For every edge e with IV (e) = v we do
d=(TV(e)) :=d (TV(e)) — 1. Ifd=(TV(e)) = 0 we insert TV (e) into the set M.

7.6 Strong Connectivity

7.6.1 Strongly Connected Graphs. We have defined connected directed graphs as
directed graphs where any two vertices are joined by an undirected path. Now, we introduce
the notion of strong connectivity where we require that any two vertices are joined by a
directed path.

Definition. Given a directed graph G. We say that G is strongly connected if for any two
vertices u, v there exists a directed path form u to v and a directed path from v to u. O

Remark. In the definition of a strongly connected graph we could, for any two vertices u
and v, require only the existence of a directed path from u to v. Indeed, we require a directed
path for every pair of vertices u, v, hence also for the pair v, u.

Notice that there always is a directed path from a vertex v to itself; indeed, it is the trivial
path.

7.6.2  The following proposition gives a condition which guarantees that a connected
directed graph is strongly connected.

Proposition. A connected directed graph is strongly connected if and only if every its edge
is contained in a cycle. O

Justification: Assume that G is strongly connected and take an edge e, say from u to v. Since
G is strongly connected, there exists a directed path P from v to u. If we add the edge e to
P we obtain a cycle. So we have shown that e is contained in a cycle.

Assume that a directed graph G is connected and every its edge belongs to some cycle.
We will show that for every u,v € V there is a directed path from u to v.

Take two vertices u and v. We know that GG is a connected graph, hence there is an
undirected path, say P, from w to v. If it is a directed path, we are done. Assume that in
P there is an edge e for which P goes from the terminal vertex y of e to the initial vertex x
of e. Denote by C' a cycle in G containing e. Denote by P, the cycle C without e. Then P,
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is a directed path from z to y. Replace the edge e by P, in P . We do the procedure above
for every edge e of P such that the terminal vertex of e precedes the initial vertex of e. In
such a way, we get a directed walk from u to v. Now, any directed walk from u to v contains
a directed path from u to v. We have shown that for every pair v and v there is a directed
path from u to v. Hence G is strongly connected. O

7.6.3 Components of Strong Connectivity. If a directed graph is not strongly con-
nected we can ask about maximal subsets for which the induced subgraph is strongly con-
nected. Such maximal sets of vertices are called strongly connected components.

Definition. Given a directed graph G. A set K of vertices is called a strongly connected
component, also a component of strong connectivity, if the subgraph induced by K is strongly
connected and it is maximal with this property (i.e. if we add to K any other vertex then
the induced subgraph is not strongly connected). (I

Remark. Every vertex of a directed graph G is contained in exactly one strongly connected
component of G. The same does not hold for edges; if a graph is not strongly connected then
it can contain edges that belong to no strongly connected component. Indeed, edges between
two distinct components of strong connectivity.

7.6.4 Condensation of a Graph. The structure of strongly connected components of
a directed graph is captured by so called condensation of a directed graph. For strongly
connected graphs the condensation is a trivial graph which has one vertex and no edge.

Definition. Given a directed graph G = (V, E). The condensation of G is a directed graph
G = (V,E) where V is the set of all strongly connected components of G, and there is an
edge from a component K3 to a component Ks if and only if Ky # K5 and there exist vertices
u € Kj, v € Ky such that (u,v) is an edge of G. O

Remark. Note the the condensation of a directed graph is always an acyclic graph.

7.7 Euler graphs

In the section we promised to give the theoretical background for the Euler’s solution of
the problem of seven bridges. Before that, let us recall that a trail in a graph is a walk where
every edge is used at most once.

7.7.1 Euler Trails, Euler Graphs.

Definition. Given a directed graph G. A directed (an undirected) trail in G is called an
Euler trail if it contains all edges.

Given an undirected graph G. An undirected trail in G is called an Euler trail if it contains
all edges. O

Note that Euler trail can be open or closed. It is easy to notice that if a graph has an
open Euler trail (a closed Euler trail) then it cannot have a closed (an open) one.

Definition. A directed (undirected) graph G is called an Fuler graph if it contains a closed
directed (undirected, respectively) Euler trail. O

7.7.2 Applications. Let us give two applications of Euler trails.

e Drawing graphs with the smallest possible number of trails. Given a connected
undirected graph G. The task is to find the least possible number of edge disjunctive
trails such that every edge of G is contained in some trail. It is evident that if G contains
an Euler trail then every Euler trail is a solution. If in G there is no Euler trail then at
least two trails are necessary to cover every edge of G.
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Solutions of this problem could be used for example if we draw a graph using a computer
and we want to minimize the number of ”shifts of the drawing pen”.

e Chinese Postman Problem. A postman has to go along every street. How to do it
if he wants to minimize the number of kilometers he has to walk?

Let us construct a graph G = (V, E) where V is the set of all crossings, and FE is the
set of streets which a postman must walk along. If in G, there exists an Euler closed
trail then it is an optimal solution; indeed, in this case the postman will go along each
street exactly once.

If there is no closed Euler trail, the postman will have to go twice along some streets. To
find a solution which will minimize the number of kilometers the postman must walk,
we need the information how long each street is. So for every edge e a positive number
c(e) is given — its Length. We add parallel edges to the graph G in such a way that the
resulting graph will contain a closed Euler trail and the sum of lengths of added edges
will be the smallest possible.

7.7.3 Proposition. Given a connected directed graph G with at least two vertices. Then
G contains a closed directed Euler trail if and only if for every vertex v of G the following
holds

d~(v) = d*(v).

(In other words, the number of edges that terminate in v is the same as the number of edges
that start in v.)

In a connected graph G there is a closed undirected Euler trail if and only if each vertex
has an even degree. O

Justification. We give the proof only for directed graphs; for undirected graphs the proof is
similar and easier.

It is evident that if a graph G has a closed directed Euler trail then it should satisfy the
condition that d¥(v) = d~(v) for any vertex v. Indeed, if we ”go” along such a closed trail
we can match the edge along which we enter v with the edge along which we leave v. Hence
there must be the same number of edges ”going into v” as is the number of edged that ”go
out of v”.

The other implication follows from an algorithm which constructs a closed directed Euler
trail for a connected directed graph that satisfy the condition above. O

7.7.4 A Procedure for Finding a Closed Directed Euler Trail. Let G be a graph
satisfying the condition from with at least 2 vertices. We choose an arbitrary vertex v
of G. Since G is connected and satisfies the condition above, for every vertex v there is at
least one edge that starts in v and at least one edge that terminates in v.

We randomly form a directed trail starting in v as follows: We put vy = v, we go
along an edge e; with the initial vertex vy. Denote by vy the terminal vertex of e;. Since
d™(vy) = d*(v3), there is an edge ey with the initial vertex vy that has not been used yet,
we go along es into its terminal vertex vs. We continue in this manner till it is possible.
The only situation when the trail cannot be extended is when we return to v = vy and every
edge with the initial vertex v has already been used. Hence, we have randomly constructed
a closed directed trail T

If the trail T' contains all edges of G we are ready; it is a closed directed Euler trail.

If the closed directed trail T' does not contain all edges there exists an edge e which is
not contained in 7. Denote by x the initial vertex of e. Since G is connected, there exists
an undirected path from v to x. This path must start with some edge incident to v and so
contained in T'. Hence there must be a vertex w where the undirected path from v to x leaves
the trail 7. Then it means that there is an edge incident to w that is not included in T
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Since d~ (w) = d*(w), there is also an edge ¢’ with the initial vertex w and not contained in
T. Let us randomly form a maximal closed directed trail T} starting in w formed by edges
that are not contained in 7. Due to the condition in the proposition, 73 must end in w. We
disconnect T in w and insert T;. So we get a new closed directed trail, say T". If T’ contains
all edges, T" is a closed directed Euler trail. If not, there must be a vertex w’ on T” and some
edge incident to w’ which is not contained in 7" and we repeat the procedure.

Since G has only a finite number of edges, we must end up with a closed directed Euler
trail. (Il

7.7.5 Open Euler Trials. Now, we state a characterization of connected graphs (directed
and undirected) that contain an open Euler trial.

Proposition. Given a connected directed graph G. Then G contains an open directed Euler
trail if and only if there exist two vertices ui, us such that

d_(ul) = d+(u1) -1, d_(UQ) = d+(U2) + 1,

and for every other vertex v of G it holds that d~(v) = d*(v).

In a connected graph G there exists an open undirected Euler trail if and only if there are
two vertices with odd degree and all other vertices have even degree. (I

Justification. Again, we prove the proposition for directed Euler trials only. The proof for
undirected Euler trials is analogous.

It is easy to see that if there is an open Euler trail in G then G satisfies the condition
from the proposition; indeed, u; is the vertex where the Euler trail starts, and us where it
terminates.

To construct an open Euler trail we proceed similarly as in [7.7.4] We start in u; and
randomly construct a maximal trail T. Because of the conditions, T must terminate in wus.
If T contains all edges, it is an open Euler trail. If not, there must be a vertex w, w # w1,
w # ug, where no all edges incident with w were used. We insert into 7' a maximal trail from
w to w containing edges not from T'. After a finite number of inserting closed trails, we get
an open Euler trail. O

7.8 Hamiltonian graphs

Recall that a path is a trail where vertices are not repeated, only in a closed path (a circuit
if undirected, or a cycle if directed) initial and terminal vertices are the same.

7.8.1 Hamiltonian paths, circuits, and cycles. Another type of important walks in a
graph are paths (closed or open) that contain all vertices. Such paths/circuits/cycles will be
called Hamiltonian paths/circuits/cycles. More precisely:

Definition. Given a graph G. An open path is called a Hamiltonian path if it contains all
vertices of G (and hence every vertex precisely once).

Similarly, a Hamiltonian circuit is a circuit that contains every vertex of the graph; a
Hamiltonian cycle is a cycle that contains every vertex of the graph. O

7.8.2 Problems concerning Hamiltonian paths can be divided into two groups — existen-
tial and optimization problems. In existential problems we want to find out whether a given
graph contains a Hamiltonian path (circuit, cycle, respectively). In optimization problems
every edges of a graph has its weight (or length) which is an integer. In this case, the prob-
lem is to find a Hamiltonian path (circuit, cycle, respectively) with optimal sum of weights
(lengths) of its edges.

Unlike problems where we have to find Euler trails, the problems concerning Hamiltonian
paths, circuits, and/or cycles are rather difficult. A fast algorithm is not known that would
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solve either existential or optimization problems concerning Hamiltonian paths. Despite
of this fact (and maybe due to this fact), the problems of Hamiltonian paths have lot of
applications. In the next paragraph, we state some of them.

7.8.3 Applications. Let us give two applications of the problem of Hamiltonian paths.

e Traveling Salesman Problem. The original problem is the following: Given n towns,
we denote them 1,2,... n. For every pair of distinct towns 4, j their distance d(z, j) is
given. The task is to find a succession of towns in which a salesman can visit the towns
so that the total distance traveled is the smallest possible one.

The problem can be reformulated as a graph problem: Given a complete graph G with
the set of vertices V = {1,2,...,n}, i.e. for every two distinct vertices ¢ # j there is an
edge {i,7} in G. For every {3, j}, we define its length to be d(i,j). The goal is to find
a Hamiltonian circuit C for which

> d(e)

ecC
is the smallest possible.
e Planning of processes. Assume the following situation: we have a device on which
processes pi,p2,...,Pn are carried out. Moreover, there are pairs of processes p;, p;

such that if p; should follow p; it is necessary to clean, convert, etc. the device. So in
this case, it is necessary to pay some price in order to realize p; just after finishing p;.

The task is to find a sequence of processes such that the sum of prices for its realization
is zero. If such sequence does not exist, the problem is to find a sequence where the
sum of prices is as small as possible.

This second case leads to the Traveling Salesman Problem.

7.8.4 There are easy necessary conditions for a graph to have a Hamiltonian path (circuit,
cycle, respectively). Let us state some of them.

e If in a graph G there is a Hamiltonian path then G must be connected. (Indeed, a
disconnected graph cannot have a Hamiltonian path.)

e If in a graph G there is a Hamiltonian circuit then every vertex of G must have degree
at least 2.

e If in a graph G there is a Hamiltonian cycle then G must be strongly connected.

A nontrivial necessary and sufficient condition for finding whether a given graph has a
Hamiltonian path (circuit, circle, respectively) is not known.
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Chapter 8

Combinatorics

In this lecture we will focus on so called enumerative combinatorics, it means a way how to
count the number of certain objects. At first, we introduce two main principles that will help
us to solve more complicated tasks.

8.1 Multiplication and Addition Principles

8.1.1 Multiplication Principle. Assume that a certain activity can be divided into k
independent consecutive steps. If step 1 can be done in n; ways, step 2 can be done in ng
ways, etc., and step k can be done in nj ways, then the number of distinct ways the activity
can be done is

ny-nNg ... -Ng.

8.1.2 Example. How many distinct binary words of length n there are?

Solution. A binary word of length n is any sequence aj as ... a, where for all i we have
a; € {0,1}. Such n-tuples can be formed as follow: we choose aj, then as, etc, a,. For each
a; there are 2 possibilities, indeed, either 0 or 1. So there are 2-2-....2 = 2" different binary
words. (I

8.1.3 Addition Principle. Assume that we have n sets Ay, Ao, ..., A, pairwise disjoint
(which means that for ¢ # j it is A; N A; = (). Further, assume that each set A; has k;
elements. The number of elements that can be chosen from Ay or As or ...or A, is

ki +ke+...+kn.

Notice that it is the same as the number of elements the set A1 UAsU...UA, has. O

8.1.4 Example. How many ways can we select two different kinds chocolate bars if we
have 4 different dark bars, 5 different milk bars, and 3 different white bars?

Solution. Using the multiplication principle, we know that there are 4 - 5 different choices of
one dark and one milk bar, 4 - 3 different choices of one dark and one white bar, and 5 - 3
different choices of one milk and one white bar. These choices are pairwise disjoint, so the
number of different choices is

20 + 12 4 15 = 47.
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8.2 Permutations, Combinations, Variations

8.2.1 Permutations. To permute objects means to change order of the given objects.

Definition. Given n distinct elements aq,as, ..., a,. A permutation of a1, as,...,a, is any

ordering of elements a1, as, ..., ay,. O
Recall that a permutation of a1,aq,...,a, can be viewed as a bijective (i.e. one-to-one

and onto) mapping from {1,2,...,n} to {a1,as,...,an}.

Proposition. The number of different permutations of elements aq,as,...,a, equals to

n-(n—1)-...-2-1. O

Justification. We use the multiplication principle. For the first element we have n possibilities,
indeed, any element a1, as,...,a,. For the second element we can now choose one of n — 1
different elements (not to the one which was chosen as the first one). For the third element
we have n — 2 possibilities, etc. Hence, all together there are

n-n—1)-n-2)-...-2-1
distinct permutations. O

8.2.2 Factorial. For n > 1 the number
n-(n—1)-...-2-1

is called n factorial and denoted by n!.
For n = 0 we define 0! = 1.

8.2.3 Example. In a shop there are 6 types of chocolate. How many different ways these
6 types could be exhibited in a row?

Solution. Any permutation of ¢1,...,t, (where t; represents the i-th type) describes one such
exhibition. Hence, there are
6!=6-5-...-2-1="720

different ways.
8.2.4 Example. How many permutations of letters A, B,C, D, E, F contains CDFE as a
substring?

Solution. Since the letters C DE must be consecutive and in this order, we can assume that
CDE is a new symbol, say Y. Then the question is: how many permutations of A, B, F,Y .
There are

4.-3.-2-1=24
such permutations. O
8.2.5 Variations.
Definition. A k-variation of n distinct elements aq,aq, ..., a, is a sequence of k (distinct)
elements of the set {aj, ag, ..., a,}. The number of distinct k-variations is denoted by P(n, k).
O
Remark. k-variations are also called k-permutations.
Proposition. The number of k-variations of a set of n distinct elements (k < n), is
P(n,k 1 k41 nt
nk)=n-(n—1)-...-(n— = —.
(k) =n- (=1 k1) =
O
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Justification. The proof is similar to the proof of the number of permutations. Indeed, for
the first element we have n distinct possibilities, for the second element we have n — 1 distinct
possibilities, etc., ..., for the k-th element we have n — k + 1 distinct possibilities. Now, the
multiplication principle finishes the argument. (I

Example. A password for a credit card contains four distinct digits.

e How many passwords can be formed?
e How many passwords that do not start with 0 can be formed?

Solution.

1) These are 4-variations of ten digits 0,1, ...,9. Hence, the number of distinct passwords
is

10-9-8-7 = 5040.

2) By the multiplication principle, the number of passwords is
9-(9-8-7) =4536.

Indeed, for the first digit we have nine possibilities (digits 1,...,9), and this digit is followed
by 3-variation of the remaining digits and 0.

8.2.6 Combinations.

Definition. Given a finite set A = {a1,as,...,a,} of n distinct elements. An k-combination
of A is an unordered selection of k elements of A (in other words, an k element subset of A).
The number of distinct k-combinations of n element set is denoted by C(n, k). O

8.2.7 Proposition. The number of distinct k-combinations of n element set equals

et = (3) = o

O
Justification. There are P(n, k) distinct k-variations of n distinct elements. k-variations that
differ only by ordering correspond to the same k-combination. Since there are k! permutations
of a k element set, we get
Pn,k) n-...-n—k+1) n!

Clnk) === = k! CEI

8.2.8 Binomial Coefficients. Let &£ < n be two natural numbers. Then the number

W) =mom

is called a binomial coefficient (or a combinatorial number).

8.2.9 Proposition.

1) For all n € N we have () =1
2) For all n € N we have (7) = n.
3) For all k <n, k,n € N, we have
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4) For all k <n, k,n € N, it holds that
n n n—+1
(20)+ ()= ()
O

Justification. Properties 1), 2), and 3) are easy consequences of the definition of binomial
coeflicients.

We will show the property 4): We have

<kﬁl) * (Z) - (n—k—i—TlL;! R (n—nli)!k! -

(n—k)T!l!(k— 1)! (n—/lf-i-l + /1:) - (n—k)?!(k—l)! ((n —nk++11) k) -
(n+1)! n+1
(n+1—k)!k!:< k )

Remark. The last property from is a basis of so called Pascal triangle.

8.2.10 Variations and Combinations with Repetition. If we allow repetitions then
the number of k-variations of n elements is

n*.
O
Justification. Indeed, every chosen element can be one of the n elements. Since there are k
elements to be chosen, the multiplication principle gives the total number n*. ([

If we choose k elements of A where repetition is allowed then the number of combinations

n+k—1 (n+k—1)!

< k > kl(n—1)
O
Idea of a justification. Let us show the idea on an example. Assume that we should choose
strings of length 4 consisting of letters from the set {4, B, C, D, X, Y}, repetitions are allowed,
but the order letters is not important. Hence, AAAX, CXXY are examples of such strings,
and strings AAAX, AXAA, AAX A are considered to be the same. How many distinct strings

can be formed?

Any such string can be represented as an 9-tuple consisting of five symbols | and four
symbols -. The symbol | shows the change of a letter (so we have 6 — 1 = 5 of them, indeed,
change from A to B, from B to C, from C to D, from D to X, and from X to Y). The symbol
- stands for a letter at the respective positions in the list {A, B,C, D, X,Y}. For instance

AAAX isrepresented by - - - || || -]
Indeed, there are three A’s, no B, no C, no D, one X, and no Y. Similarly,
CXXY isrepresentedby | | -] |- |-

Indeed, there is no A, no B, one C, two X’s, and one Y.

Hence, such a string is represented by choosing four - out of nine positions where a - can
be placed (or equivalently, by choosing five | out of nine positions where | can be placed).
Therefore, the number of distinct string is

(-0

Marie Demlova: Discrete Mathematics and Graphs September 11, 2024, 12:28




8.2. Permutations, Combinations, Variations [240911-1228) 73

Generally, we choose subsets of k£ elements out of a set of kK +n — 1 distinct places, which

equals to
n+k—1
L .

8.2.11 Example. In a shop 6 types of chocolate bars are sold. Three friends come to a
shop and each of them buys one chocolate bar. How many ways could that be done if

1) each friend chooses different type of chocolate bars;
2) they may choose the same type of chocolate bars?

Solution.
1) Call the friends A, B, and C. The number of different choices is % = 120, since we
choose triples (where the order is important) out of 6 different types and there is no repetition.

2) If repetitions are allowed then there are 6 - 6 - 6 = 216 possibilities.

8.2.12 Binomial Theorem. Let us recall the binomial theorem.

Theorem. Let n be a natural number. Then for every real numbers x,y it holds that

(x+y)" = Z (Z) "R yk
k=0
O

8.2.13 Principle of Inclusion and Exclusion. The addition principle deals with the
number of elements which a union of pairwise disjoint sets has. But often we need to know
the number of elements a union of two sets A and B has even when A and B are not disjoint.

Theorem. For any sets A, B, C we have
|[AUB| =|A|+|B| - |ANB.

[AUBUC|=|A|+|B|+|C|-|ANB|—|ANC|—|BNC|+|ANnBNC|.

O
Justification. The formula for the number of elements that A U B has is evident. Indeed, we
sum the number of elements of the both sets and subtract the number of elements of their
intersection, since they were calculated twice.

The justification for a union of three sets is similar, only tedious and we omit it. O

8.2.14 Proposition. Let A and B be two sets, |A| = n, |B| = k. Then there are k™
distinct mappings from A to B. O

Justification. The proposition above is an easy consequence of the multiplication principle.
Denote A = {ay,...,an}, B={b1,...,bx} O

8.2.15 Dirichlet’s, Pigeonhole Principle. This principle is an easy observation but
applicable in many counting problems.

Theorem (Pigeonhole principle). Let A and B be two sets, |A| =n, |B| =k. If n > k
then there does not exist a one-to-one mapping from A to B. (Il

Justification. We will use the multiplication principle. Denote A = {aj,as,...,a,}. Let us
construct an arbitrary mapping f: A — B which could be one-to-one. For f(a;) we have k
different choices, for f(az2) only k — 1 (indeed, we cannot use f(a1)), for f(as) only k — 2
choices, etc, for f(ay) only a single element of B. Since n > k, there is ax+1 € A and f(ags1)
must be the same as some of f(a1), f(az),..., f(ar). Hence, f is not one-to-one. O
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8.3 Asymptotic Growth of Functions

8.3.1 Symbol O. Let g(n) be a nonnegative function. We say that a nonnegative function
f(n) is O(g(n)) if there exists a positive constant ¢ and a natural number ng such that

f(n) <cg(n) for every n > nyg.
O(g(n)) can be considered as a class of nonnegative function f(n):

O(g(n)) = {f(n) | I¢ > 0,ng such that f(n) < cg(n) ¥Yn > ng}.

8.3.2 Symbol Q. Let g(n) be a nonnegative function. We say that a nonnegative function
f(n) is Q(g(n)) if there exists a positive constant ¢ and a natural number ng such that

f(n) >cg(n) for every n > ng.
Q(g(n)) can be considered as a class of nonnegative functions f(n):
Q(g(n)) ={f(n) | Jc¢ > 0,ng such that f(n) > cg(n) ¥Yn >ng}.

8.3.3 Remark. We have f(n) is Q(g(n)) if and only if g(n) is O(f(n)).

8.3.4 Symbol 0. Let g(n) be a nonnegative function. We say that a nonnegative function
f(n) is ©(g(n)) if there exist positive constants c¢1, ¢z and a natural number ng such that

c1g(n) < f(n) <cag(n) for every n > ng.
©(g(n)) can be considered as a class of nonnegative functions f(n):
O(g(n)) = {f(n) | Je1,ca > 0,ng such that ¢; g(n) < f(n) <czg(n) ¥Yn >ne}t.

8.3.5 Remark. f(n)is ©(g(n)) if and only if f(n) is O(g(n)) and Q(g(n)).

8.3.6 Notation. Since the symbols O, €, © represent sets of functions, we write f(n) €
O(g(n)). Some authors prefer the notation f(n) = O(g(n)). If the later notation is used it is
necessary to take in mind that the equality sigh used there does not have all the properties
as a classical equality has. Similarly for other symbols.

8.3.7 Proposition. f(n) € O(g(n)) if and only if g(n) € ©(f(n)).

8.3.8 Examples.

1. For every a > 1 and b > 1 we have
log,(n) € O(log,(n)).
2. The logarithm with base 2 is usually denoted by lg, i.e. 1g(n) = logy(n). It holds that
lgn! € ©(n lgn).
The second part of the above proposition follows from the following theorem.

8.3.9 Theorem (Gauss). For every n > 1 it holds that

n
n? §n!§(n+1) .
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