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Definition of random process 1

Definition

Let (Ω,A,P) be a probability space and T ⊂ R. The system of real
random variables {Xt , t ∈ T} defined on (Ω,A,P) is called the random
(or stochastic) process.
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Basic types of random processes 2

Definition

If T = Z or T = N, we talk about the random process with discrete
time. If T = [a, b], where −∞ ≤ a < b ≤ ∞, we talk about the random
process with continuous time.

Definition

Double (S , E) is called the state space, if S is a set of values of the
random variable Xt and E is σ−algebra on the S .

Definition

If the random variables Xt take only discrete values, we talk about the
random process with discrete states. If the random variables Xt take
continuous values, we talk about the random process with continuous
states.
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Trajectory of the process 3

Random process {Xt , t ∈ T} can be considered as a function of two
variables ω and t. For fixed t, this function is a random variable, for fixed
ω it is a function of one real variable t.

Definition

Consider a fixed ω ∈ Ω. Then the function t → Xt is called the trajectory
of the process {Xt , t ∈ T}.

Definition

The proces is called continuous, if all its trajectories are continuous.
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Weak stationarity of the process 4

Definition

Let {Xt , t ∈ T} be a random process such that for all t ∈ T there exists
EXt . Then the function µt = EXt defined onT is called expected value of
the process {Xt}. If E|Xt |2 <∞ for all t ∈ T , then the function defined
on T × T as R(s, t) = E(Xs − µs)(Xt − µt) is called autocovariance
function of the process {Xt}. The value R(t, t) is called the variance of
the process {Xt} in time t.

Definition

The random process {Xt , t ∈ T} is called to be weakly stationary if
R(s, t) is the function of the difference s − t, i.e.

R(s, t) = R̃(s − t).

Corollary:
R(s, t) = R(s + h, t + h)

for all h ∈ R such that s + h ∈ T and t + h ∈ T .

Random processes



Strict stationarity of the process 5

Denote
Ft1,...,tn(x1, . . . , xn) = P(Xt1 ≤ x1, . . . ,Xtn ≤ xn).

Definition

The random process {Xt , t ∈ T} is called to be strictly stationary if for
arbitrary n ∈ N, arbitrary real x1, . . . , xn and arbitrary real t1, . . . , tn and
h such that tk ∈ T , tk + h ∈ T , 1 ≤ k ≤ n, it holds that

Ft1,...,tn(x1, . . . , xn) = Ft1+h,...,tn+h(x1, . . . , xn). (1)

Remark

For processes with discrete states, the relation (1) is equivalent to the
relation

P(Xt1 = x1, . . . ,Xtn = xn) = P(Xt1+h = x1, . . . ,Xtn+h = xn).
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Markov chains with discrete time 6

Consider

a probability space (Ω,A,P),

a sequence of random variables {Xn, n ∈ N} defined on that space,

state space (S , E), where the set S is finite or countably infinite, so
without loss of generality suppose S = {0, 1, . . . ,N}, resp.
S = {0, 1, . . .}.

Definition

The sequence of the random variables {Xn, n ∈ N} is called Markov chain
with discrete time, if

P(Xn+1 = j |Xn = i ,Xn−1 = in−1, . . . ,X0 = i0) = P(Xn+1 = j |Xn = i)

for all n = 0, 1, . . . and all i , j , in−1, . . . , i0 ∈ S such that
P(Xn = i ,Xn−1 = in−1, . . . ,X0 = i0) > 0.
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Example: random walk 7

Let Y1,Y2, . . . be independent, identically distributed random variables
taking values ±1 with probabilities 1/2.

Define

X0 = 0

Xn =
n∑

i=1

Yi .

Then the sequence (process, chains) {Xn, n ∈ N} is called the random
walk.
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Transit probabilities, homogeneity of the chain 8

Definition

Conditional probabilities

1 P(Xn+1 = j |Xn = i) = pij(n, n + 1) are called the transit
probabilities from the state i in time n to the state j in time n + 1 or
the transit probabilities of the first order;

2 P(Xn+m = j |Xn = i) = pij(n, n + m) are called the transit
probabilities from the state i in time n to the state j in time n + m
or the transit probabilities of the m-th order.

Definition

If the transit probabilities pij(n, n + m) do not depend on the times n and
n + m, but only on the difference m, the Markov chains is called to be
homogeneous.
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Matrix of the transit probabilities 9

Consider a homogeneous chain and denote pij := pij(n, n + 1).

These elements can be ordered into a matrix P = {pij , i , j ∈ S},
where it holds that

pij ≥ 0,∀i , j ∈ S and
∑
j∈S

pij = 1,∀i ∈ S .

Definition

The matrix P = {pij , i , j ∈ S} is called the matrix of the transit
probabilities.
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Distribution of Markov chains 10

Denote
pi = P(X0 = i), ∀i ∈ S .

Obviously, it holds that

pi ≥ 0,∀i ∈ S and
∑
i∈S

pi = 1.

Definition

The vector p = {pi , i ∈ S} is called initial distribution of the Markov
chain.

It follows from the Chain rule that

P(X0 = i0,X1 = i1, . . . ,Xn = in) = pi0pi0i1 . . . pin−1in .
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Matrix of the transit probabilities of higher order 11

Denote p
(1)
ij = pij and for positive integers n ≥ 1, define subsequently

p
(n+1)
ij =

∑
k∈S

p
(n)
ik pkj . (2)

It can be shown that p
(n)
ij ≤ 1 and moreover for the matrix of the transit

probabilities it holds that

P(2) = P · P = P2 and generally P(n+1) = P(n) · P = P · P(n) = Pn+1.

Theorem

Let {Xn, n ∈ N} be a homogeneous Markov chain with matrix of the
transit probabilities P. Then for the transit probabilities of the n−th
order, it holds that

P(Xm+n = j |Xm = i) = p
(n)
ij , ∀i , j ∈ S

for all positive integer m and n and for P(Xm = i) > 0.

Random processes



Chapman-Kolmogorov equality 12

The relation (2) can be generalised to

p
(m+n)
ij =

∑
k∈S

p
(m)
ik p

(n)
kj ,

i.e.
P(m+n) = P(m) · P(n).

This generalisation is called Chapman-Kolmogorov equality.
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Notation 13

If the chain {Xn, n ∈ N} starts from the state j , i.e. P(X0 = j) = 1,
then we denote

P(.|X0 = j) = Pj(.).

Define the random variable

τj(1) = inf{n > 0 : Xn = j}

as the time of the first return of the chain to the state j .

Denote µj = E[τj(1)|X0 = j ] the expected value of the time of the
first return of the chain to the state j .

Denote dj the highest divisor of the times n ≥ 1 such that p
(n)
jj > 0.
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Classification of the states 14

Definition

The state j of the Markov chain is called recurrent if

Pj(τj(1) <∞) = 1.

The state j of the Markov chain is called transient if

Pj(τj(1) =∞) > 0.

Definition

The recurrent state j of the Markov chain is called nonnull recurrent, if
µj <∞ and null recurrent, if µj =∞.

Definition

If dj > 1, the state j of the Markov chain is called periodic with period
dj , if dj = 1, the state j of the Markov chain is called aperiodic.

Random processes



Convergency of the transit probabilities 15

Theorem

a) Let j be the transient state. Then limn→∞ p
(n)
ij = 0,∀i ∈ S.

b) Let j be the null recurrent state. Then limn→∞ p
(n)
ij = 0,∀i ∈ S.

c) Let j be the nonnull recurrent and aperiodic the state. Then

limn→∞ p
(n)
jj = 1

µj
.

d) Let j be the nonnull recurrent state with the period dj . Then

limn→∞ p
(ndj )
jj =

dj
µj

.

Theorem

The recurrent state j is null if and only if limn→∞ p
(n)
jj = 0.
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Reachable states 16

Definition

The state j is reachable (or accesible) from the state i , if there exists

n ∈ N such that p
(n)
ij > 0.

Definition

A set C of the states is called to be closed, if none of the state lying
outside the set C is reachable from any state included inside the set C .

Theorem

The set C of the states is closed if and only if pij = 0 for all i ∈ C , j /∈ C .
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Absorption states and reducibility of the chain 17

Definition

Markov chain is called to be irreducible, if each of its states is reachable
from each of the remaining states. Otherwise, it is called to be reducible.

Definition

If one-element set of the states {j} is closed, i.e. pjj = 1, then the state j
is called the absorption state.
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Stationary distribution 18

Definition

Let {Xn, n ∈ N} be a homogeneous chain with the set of the states S
and matrix of the transit probabilities P. Let π = {πj , j ∈ S} be a
probability distribution on S , i.e. πj ≥ 0, j ∈ S ,

∑
j∈S πj = 1. Then π is

called the stationary distribution of the chain, if it holds

πT = πTP,

i.e.
πj =

∑
k∈S

πkpkj , j ∈ S .
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Stationary distribution 19

Theorem

Let the initial distribution of a homogeneous Markov chains be stationary.
Then this chain is stationary and moreover for all n ∈ N, it holds that

pj(n) = P(Xn = j) = πj , j ∈ S ,

where πj are the initial probabilities.
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Stationary distribution 20

Theorem

For an irreducible Markov chain, it holds that:

1 If all its states are transient or null recurrent, the stationary
distribution does not exist.

2 If all its states are nonnull recurrent, the stationary distribution
exists and it is unique.

1 If all its states are aperiodic, then for all i , j ∈ S, it holds that

πj = lim
n→∞

p
(n)
ij > 0 and πj = lim

n→∞
pj(n) > 0.

2 If all its states are periodic, then for all i , j ∈ S, it holds that

πj = lim
n→∞

1

n

n∑
k=1

p
(k)
ij > 0 and πj = lim

n→∞

1

n

n∑
k=1

pj(k) > 0.

3 In irreducible chain with finite number of states, there always exists
the stationary distribution.
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